
Chapter 4 Exercises


1. The density function of 
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 is given by  
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(a)
Find k and graph the density function.

(b) 
Find P(1/4 < 
[image: image3.wmf]x

~

< 1/2).


(c) 
Find P(–1/2 ≤ 
[image: image4.wmf]x

~

 ≤ 1/4).

(d) 
Find the CDF and graph it.

(e) 
Find E(
[image: image5.wmf]x

~

), E(
[image: image6.wmf]x

~

2), and V(
[image: image7.wmf]x

~

).

2. The CDF of 
[image: image8.wmf]x

~

 is given by
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(a)
Find f(x), the density function, and show that it satisfies the two requirements for a density function. 

(b) 
Graph f(x) and F(x). 

(c) 
Find E(
[image: image10.wmf]x

~

) and V(
[image: image11.wmf]˜ 

x 

). 

(d) 
Find E(3
[image: image12.wmf]x

~

 – 5) and V(3
[image: image13.wmf]x

~

 – 5).

3. The density function of 
[image: image14.wmf]x

~

 is given by
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Without using integration, show that the area under the curve is equal to 1 and find P(1 < 
[image: image16.wmf]x

~

 < 1.5) and P(
[image: image17.wmf]x

~

 > 2).

4. Why is it necessary to deal with probability densities rather than probabilities such as P(
[image: image18.wmf]x

~

= a) when the variable under consideration is continuous?

5. Does the function
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satisfy the two requirements for a density function?

6. Suppose that 
[image: image20.wmf]x

~

 and 
[image: image21.wmf]y

~

 are continuous random variables with joint density function given by the rule
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(a) 
Find k. 

(b) 
Find the marginal density functions of 
[image: image23.wmf]x

~

 and 
[image: image24.wmf]y

~

. 

(c) 
Find the conditional density function of 
[image: image25.wmf]x

~

, given that 
[image: image26.wmf]y

~

 = 1. 

(d) 
Find the conditional density function of 
[image: image27.wmf]x

~

, given that 
[image: image28.wmf]y

~

 = 1/2. 

(e) 
Are 
[image: image29.wmf]x

~

 and 
[image: image30.wmf]y

~

 independent? 

(f) 
Find E(
[image: image31.wmf]x

~

) and E(
[image: image32.wmf]˜ 

y 

).

7. In Bayes’ theorem, why is it necessary to divide by 
[image: image33.wmf]å

(prior probability)(likelihood) in the discrete case and by 
[image: image34.wmf]ò

(prior density)(likelihood) in the continuous case?

8. Suppose that 
[image: image35.wmf]q

~

 represents the rate of return (expressed in decimal form, not in percentage form) for a particular investment and that your uncertainty about 
[image: image36.wmf]q

~

 can be expressed in terms of the following probability distribution: 
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(a) 
Graph this prior distribution and discuss what it implies about your judgments concerning 
[image: image38.wmf]q

~

.

(b) 
An investment analyst is trying to convince you that this is a good investment (he will receive a commission if you make the investment), and he claims that the return on the investment will be 0.15. Treating this claim as new information and denoting it by y, you decide that your likelihood function (as a function of 
[image: image39.wmf]q

) is

f(y|
[image: image40.wmf]q

) = 5     if –0.10 ≤ 
[image: image41.wmf]q

 ≤ 0.20.

Graph this likelihood function and comment on its implications concerning the new information.

(c) 
On the basis of the new information y, revise your distribution of 
[image: image42.wmf]q

~

. 

(d) 
The posterior distribution in part (c) applies only to this specific problem. However, can you generalize this result? Explain.

9. In Exercise 8, suppose that your likelihood function is
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(a) 
Graph this likelihood function and comment on its implications concerning the new information.

(b) 
On the basis of the new information, revise your distribution of 
[image: image44.wmf]q

~

.

10. Suppose that you are interested in 
[image: image45.wmf]p

~

, the proportion of station wagons among the registered vehicles in a particular state. Your prior distribution for 
[image: image46.wmf]p

~

 is a normal distribution with mean 0.05 and variance 0.0004. To obtain more information, a random sample of 50 registered vehicles is taken, and three are station wagons.

(a)
In using Equation 4.2.3 to revise your distribution of 
[image: image47.wmf]p

~

, what difficulties are encountered?

(b) 
How might you avoid such difficulties in this situation? Can they always be avoided?

11. Discuss the role of conjugate families of distributions in Bayesian statistics.

12. Find the mean and the variance of the beta distribution with parameters 
[image: image48.wmf]r

¢

= 2 and 
[image: image49.wmf]n

¢

= 6, and graph the density function. Do the same for the following beta distributions:



[image: image50.wmf]r

¢

= 4, 
[image: image51.wmf]n

¢

= 6;  

 
  
[image: image52.wmf]r

¢

= 4, 
[image: image53.wmf]n

¢

= 12;   
 

 
[image: image54.wmf]r

¢

= 8, 
[image: image55.wmf]n

¢

= 12.

Explain how the different values of 
[image: image56.wmf]r

¢

 and 
[image: image57.wmf]n

¢

 affect the shape and the location of these four distributions.

13. If the mean and the variance of a beta distribution with parameters 
[image: image58.wmf]r

¢

 and 
[image: image59.wmf]n

¢

  are 2/3 and 1/72, respectively, find 
[image: image60.wmf]r

¢

 and 
[image: image61.wmf]n

¢

.

14. If the mean and the 0.05 fractile of a beta distribution with parameters 
[image: image62.wmf]r

¢

 and 
[image: image63.wmf]n

¢

 are 0.20 and 0.13, respectively, find 
[image: image64.wmf]r

¢

 and 
[image: image65.wmf]n

¢

.

15. In Exercise 23 in Chapter 3, suppose that the prior distribution could be represented by a beta distribution with 
[image: image66.wmf]r

¢

= 4 and 
[image: image67.wmf]n

¢

= 10. Find the posterior distribution. Also, find the posterior distribution corresponding to the following beta prior distributions:



[image: image68.wmf]r

¢

= 2, 
[image: image69.wmf]n

¢

= 5;   


 
[image: image70.wmf]r

¢

= 8, 
[image: image71.wmf]n

¢

= 20; 


    
[image: image72.wmf]r

¢

= 6, 
[image: image73.wmf]n

¢

= 15.

In each of the four prior distributions considered in this exercise, the mean of the prior distribution is 0.40. How, then, do you explain the differences in the means of the posterior distributions?

16. In Exercise 24 in Chapter 3, suppose that you feel that the mean of your prior distribution is 1/2 and that the variance of the distribution is 1/20. If your prior distribution is a member of the beta family, find 
[image: image74.wmf]r

¢

 and 
[image: image75.wmf]n

¢

 and determine the posterior distribution following the sample of size six. Graph the density functions and find the mean and the variance of the posterior distribution.

17. In sampling from a Bernoulli process, the posterior distribution is the same whether one samples with n fixed (binomial sampling) or with r fixed (Pascal sampling). Explain why this is true. Suppose that a statistician merely samples until he is tired and decides to go home. Would the posterior distribution still be the same (that is, is the stopping rule noninformative)?

18. Try to assess a subjective distribution of 
[image: image76.wmf]p

~

, the probability of rain tomorrow in the city where you live. Can you find a beta distribution that expresses your judgments reasonably well?

19. In Exercise 26 in Chapter 3, suppose that the medical researcher decides to treat 
[image: image77.wmf]p

~

 as a continuous random variable.  She subjectively assesses the mean, the 0.25 fractile, and the 0.75 fractile of her distribution to be 0.167, 0.118, and 0.187, respectively. Can you find a beta distribution satisfying these assessments? If not, explain (in terms of the general “shape” of the distribution) why not.

20. Suppose that 
[image: image78.wmf]˜ 

x 

 is normally distributed with mean 3 and variance 16. 

(a) 
Find P(1 ≤
[image: image79.wmf]x

~

≤ 7), P(
[image: image80.wmf]x

~

 ≤ 5), P(–2 ≤
[image: image81.wmf]x

~

 ≤ 1.5).

(b) 
Find a number c such that P[(
[image: image82.wmf]x

~

– 2) < c] = 0.95. 

(c)
Find the 0.05, 0.25, 0.67, and 0.99 fractiles of the distribution of 
[image: image83.wmf]x

~

. 

(d) 
Graph the density function of 
[image: image84.wmf]x

~

.

21. If the 0.35 fractile of a normal distribution is 105 and the 0.85 fractile is 120, find the mean and the standard deviation of the distribution.

22. The normal model of a data-generating process cannot be conveniently explained in terms of assumptions such as stationarity and independence, as can the Bernoulli and Poisson models. How, then, can the use of the normal model be justified in any specific application? Give some examples of realistic situations in which the normal model might be a suitable representation of a data-generating process.

23. For a random sample of size n from a data-generating process with mean 
[image: image85.wmf]m

 and variance 
[image: image86.wmf]s

2, show that
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where 
[image: image91.wmf]m

~

 is the sample mean. If n = 5 and the sample results are 12, 18, 13, 15, and 19, find the sample mean and the sample variance.

24. A sample of size 500 is taken from a Bernoulli process with 
[image: image92.wmf]p

~

= 0.4. Using the normal approximation to the binomial distribution, find the probability of observing at least 180 “successes” and the probability of observing no more than 210 “successes.”

25. For each of the following Bernoulli situations, determine and graph the appropriate binomial distribution, the normal approximation to the binomial, and the Poisson approximation to the binomial.

(a) 
n = 10, 
[image: image93.wmf]p

~

= 0.05. 

(b) 
n = 20, 
[image: image94.wmf]p

~

= 0.05. 

(c) 
n = 10, 
[image: image95.wmf]p

~

= 0.40. 

(d) 
n = 20, 
[image: image96.wmf]p

~

= 0.40. 

Compare the two approximations in each case.

26. In Exercise 24 in Chapter 3, suppose that the sample information consists of 85 heads in 200 tosses of the coin. Revise your distribution of 
[image: image97.wmf]p

~

 using the normal approximation to the binomial distribution to determine the likelihoods.

27. A production manager is interested in the mean weight of items turned out by a particular process. He feels that the weight of items from the process is normally distributed with mean 
[image: image98.wmf]m

~

 and that 
[image: image99.wmf]m

~

 is either 109.4, 109.7, 110.0, 110.3, or 110.6. The production manager assesses prior probabilities of P(
[image: image100.wmf]m

~

= 109.4) = 0.05, P(
[image: image101.wmf]m

~

= 109.7) = 0.20, P(
[image: image102.wmf]m

~

= 110.0) = 0.50, P(
[image: image103.wmf]m

~

= 110.3) = 0.20, and P(
[image: image104.wmf]m

~

= 110.6) = 0.05. From past experience, he is willing to assume that the process variance is 
[image: image105.wmf]s

2 = 4.  He randomly selects five items from the process and weighs them, with the following results: 108, 109, 107.4, 109.6, and 112.  Find the production manager’s posterior distribution and compute the means and the variances of the prior and posterior distributions.

28. In Exercise 27, if 
[image: image106.wmf]m

~

 is assumed to be continuous and if the prior distribution for 
[image: image107.wmf]m

~

 is a normal distribution with mean 110 and variance 0.4, find the posterior distribution.

29. You are attempting to assess a prior distribution for the mean of a process, and you decide that the 0.25 fractile of your distribution is 160 and the 0.60 fractile is 180. If your prior distribution is normal, determine the mean and the variance.

30. In reporting the results of a statistical investigation, a statistician reports that his posterior distribution for 
[image: image108.wmf]m

~

 is a normal distribution with mean 52 and variance 10 and that his sample of size four with sample mean 55 was taken from a normal population with variance 100. On the basis of this information, determine the statistician’s prior distribution.

31. Explain the parametrization of a normal prior distribution in terms of 
[image: image109.wmf]n

¢

 and 
[image: image110.wmf]m

¢

, as given in Section 4.5. How does this parametrization make it easier to see the relative weights of the prior and the sample information in computing the mean of the posterior distribution? For the prior and posterior distributions in Exercise 28, express the distributions in terms of 
[image: image111.wmf]n

¢

, 
[image: image112.wmf]m

¢

, 
[image: image113.wmf]n

¢

¢

, and 
[image: image114.wmf]m

¢

¢

. How could you interpret this prior distribution in terms of an equivalent sample? Also, express the distributions in Exercise 28 in terms of the parametrization involving the measures of information 
[image: image115.wmf]I

¢

, I, and 
[image: image116.wmf]I

¢

¢

.

32.  In assessing a distribution for the mean height of a certain population of college students, a physical-education instructor decides that his distribution is normal, the median is 70 inches, the 0.20 fractile is 67 inches, and the 0.80 fractile is 72 inches. Can you find a normal distribution with these fractiles? Comment on the ways in which the instructor could make his assessments more consistent.

33. Suppose that a data-generating process is a normal process with unknown mean 
[image: image117.wmf]m

~

 and with known variance 
[image: image118.wmf]s

2 = 225. A sample of size n = 9 is taken from this process, with the sample results 42, 56, 68, 56, 48, 36, 45, 71, and 64. If your prior judgments about 
[image: image119.wmf]m

~

 can be represented by a normal distribution with mean 50 and variance 14, what is your posterior distribution for 
[image: image120.wmf]m

~

? From this distribution, find P(
[image: image121.wmf]m

~

 ≥ 50) and P(
[image: image122.wmf]m

~

 ≥ 55).

34. The number of customers entering a certain store on a given day is assumed to be normally distributed with unknown mean 
[image: image123.wmf]m

~

 and unknown variance 
[image: image124.wmf]s

~

2. As the store manager, you feel that your prior distribution for 
[image: image125.wmf]m

~

 is a normal distribution with mean 1000 and that P(900 ≤
[image: image126.wmf]m

~

 ≤ 1100) = 0.95. You then take a random sample of 10 days, observing a sample mean of m = 900 customers and a sample variance of s2 = 50,000. Find your approximate posterior distribution for 
[image: image127.wmf]m

~

. Aside from the usual argument concerning the applicability of the normal model, why is your posterior distribution only approximate?

35. Using Equation 4.2.3, prove that if the data-generating process of interest is a normal process with unknown mean 
[image: image128.wmf]m

~

 and known variance 
[image: image129.wmf]s

2; if the prior distribution of 
[image: image130.wmf]m

~

 is a normal distribution with mean 
[image: image131.wmf]m

¢

 and variance 
[image: image132.wmf]n

¢

/
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s

; and if the sample information consists of a sample of size n from the process with sample mean m; then the posterior distribution of 
[image: image133.wmf]m

~

 is a normal distribution with mean 
[image: image134.wmf]m

¢

¢

 and variance 
[image: image135.wmf]n
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, where 
[image: image136.wmf]n

¢

¢

 and 
[image: image137.wmf]m

¢

¢

 are given by Equations 4.5.15 and 4.5.16.

36. In Exercise 34, suppose that your joint prior distribution for 
[image: image138.wmf]m

~

 and 
[image: image139.wmf]s

~

2 is a normal-gamma distribution with 
[image: image140.wmf]m

¢

= 1000, 
[image: image141.wmf]n

¢

= 20, 
[image: image142.wmf]v

¢

= 60,000, and 
[image: image143.wmf]d

¢

= 11.

(a) 
Find the conditional prior distribution of 
[image: image144.wmf]m

~

, given that 
[image: image145.wmf]s

~

2= 60,000. 

(b) 
Find the marginal prior distribution of 1/
[image: image146.wmf]s

~

2.

(c) 
Find the joint posterior distribution of 
[image: image147.wmf]m

~

 and 
[image: image148.wmf]s

~

2.

37. In Exercise 27, suppose that the production manager is unwilling to assume that 
[image: image149.wmf]s

~

2 is known. Instead, he assesses a normal-gamma prior distribution for 
[image: image150.wmf]m

~

 and 
[image: image151.wmf]˜ 

s 

2 with parameters 
[image: image152.wmf]m

¢

= 110, 
[image: image153.wmf]n

¢

= 10, 
[image: image154.wmf]v

¢

= 4, and 
[image: image155.wmf]d

¢

= 6. Find the posterior distribution of 
[image: image156.wmf]m

~

 and 
[image: image157.wmf]s

~

2 and compute 
[image: image158.wmf])
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[image: image159.wmf]s

~

2) from this distribution.

38. In Exercises 38 and 39 in Chapter 3, assume that 
[image: image160.wmf]p

~

 is continuous and assess a continuous distribution for 
[image: image161.wmf]p

~

 in each case. Try to fit beta distributions to the subjectively assessed distributions.

39. Try to assess a probability distribution for 
[image: image162.wmf]T

~

, the maximum temperature tomorrow in the city where you live. In assessing the distribution, use two or three of the methods proposed in the text and compare the results. Save the distribution and look at it again after you find out the true value of 
[image: image163.wmf]T

~

. Do this for three or four consecutive days and comment on any difficulties that you encounter in attempting to express your subjective judgments in probabilistic form.

40. Follow the procedure in Exercise 39 for the variable 
[image: image164.wmf]D

~

, the daily change in the price of one share of IBM common stock.

41. Suppose that a date is to be chosen randomly from next year’s calendar, and let 
[image: image165.wmf]q

~

 represent the maximum official temperature (in degrees Fahrenheit) on that date in Chicago. Assuming that 
[image: image166.wmf]q

~

 is continuous, assess a probability distribution for 
[image: image167.wmf]q

~

. Furthermore, let 
[image: image168.wmf]f

~

 represent the maximum official temperature in Chicago on the day after the chosen date. Assuming that 
[image: image169.wmf]f

~

 is continuous, assess a conditional distribution for 
[image: image170.wmf]f

~

, given that 
[image: image171.wmf]q

~

= 60. Repeat this process for 
[image: image172.wmf]q

~

= 80, 
[image: image173.wmf]q

~

= 40, and 
[image: image174.wmf]q

~

= 20.

42. In Exercise 41, can you approximate your subjectively assessed probability distributions by members of any of the statistical models that have been discussed in this book (or by any other statistical models)? Also, although your conditional distribution of 
[image: image175.wmf]f

~

, given 
[image: image176.wmf]q

~

, no doubt varies considerably for different values of 
[image: image177.wmf]q

~

, can you express your conditional distribution of 
[image: image178.wmf]f

~

, given 
[image: image179.wmf]q

~

, as a function of 
[image: image180.wmf]q

~

 [for example, can you express 
[image: image181.wmf])
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 as a function of 
[image: image182.wmf]q

, and so on]? Discuss the use of approximations such as this and the use of statistical models in inferential problems.

43. In assessing a prior distribution for 
[image: image183.wmf]p

~

, the proportion of votes that will be cast for a particular candidate in a statewide election, a political analyst feels that the mean of her prior distribution is 0.45. Furthermore, she feels that if she observes a random sample of 2000 voters, 960 of whom state that they will definitely vote for the candidate and 1040 of whom state that they will not vote for the candidate (the sample includes no undecided voters), the mean of her posterior distribution would be 0.47. Assuming that the process behaves approximately as a Bernoulli process, that stated voting intentions are representative of actual voting behavior, and that the political analyst’s prior distribution is a member of the beta family of distributions, find the exact form of the prior distribution.

44. Suppose that a statistician decides that his prior distribution for an uncertain quantity 
[image: image184.wmf]q

~

 is an exponential distribution and that the 0.67 fractile of this distribution is 2. If the density function for the exponential distribution is given by
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find the exact form of the statistician’s prior distribution for 
[image: image186.wmf]˜ 

q 

.

45. In Exercise 33 in Chapter 3, suppose that your prior distribution of 
[image: image187.wmf]l

~

, the intensity of accidents per week, is a gamma distribution with mean 3.5 and variance 0.5. Find the posterior distribution of 
[image: image188.wmf]l

~

 and determine the mean and the variance of this posterior distribution.

46. Comment on the following statement: “One cannot speak of sensitivity except in connection with a particular decision-making situation.” Can you think of an example in which the decision-making procedure would be quite insensitive to changes in the prior distribution? Can you think of an example in which it would be quite sensitive?

47. Discuss the importance of discrete approximations to continuous prior distributions in Bayesian analysis. Since the concept of conjugate prior distributions greatly simplifies the analysis, why is it ever necessary to use discrete approximations?

48. In Exercise 26 in Chapter 3, suppose that the medical researcher assesses a normal prior distribution for 
[image: image189.wmf]p

~

 with mean 0.16 and variance 0.0009. Using a discrete approximation to this prior distribution with intervals of width 0.01, find the approximate posterior distribution of 
[image: image190.wmf]p

~

 following the sample of size 20 with 
[image: image191.wmf]r

~

= 2. Repeat the procedure with intervals of width 0.05 and comment on the differences in the approximate posterior distributions.

49. In Exercise 28, use a discrete approximation to the prior distribution with intervals of width 0.2 and compare the resulting posterior distribution with the posterior distribution found in Exercise 28.


50. In Exercise 10,

(a) 
try to find a beta distribution to approximate the normal prior distribution (for example, you might find the beta distribution with the same mean and variance as this normal distribution), discuss the “closeness” of the approximation, and find the posterior distribution;

(b) 
use a discrete approximation to the normal prior distribution with intervals of width 0.01, discuss the “closeness” of the approximation, and find the posterior distribution.

51. Comment on the following statement: “A diffuse prior state of information is not informationless in the usual meaning of the word, but rather in a relative sense.”

52. Give a few examples of situations in which your prior distribution would effectively be diffuse and a few examples in which it would definitely not be diffuse relative to a given sample.

53. The beta distribution with  
[image: image192.wmf]r

¢

= 
[image: image193.wmf]n

¢

= 0 and the beta distribution with 
[image: image194.wmf]r

¢

= 1 and 
[image: image195.wmf]n

¢

= 2 have both been used by statisticians as “diffuse” beta distributions. Discuss the advantages and disadvantages of each.


54. In Exercise 28, find predictive distributions (based on the prior distribution) for the sample mean 
[image: image196.wmf]m

~

 for samples of sizes 1, 2, 5, 10, 50, and 100.


55. In Exercise 33, find the predictive distribution (based on the prior distribution) for the sample mean 
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~

 if n = 9. Find P(
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 ≥ 50) and P(
[image: image199.wmf]m

~

≥ 55).

56. After revising your distribution in Exercise 16, you contemplate the possibility of taking another sample of size six. What is your predictive distribution for 
[image: image200.wmf]r

~

? From this distribution, find E(
[image: image201.wmf]r

~

) and V(
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~

).

57. If a data-generating process is assumed to follow the Bernoulli model and if the prior distribution of 
[image: image203.wmf]p

~

 is a beta distribution with 
[image: image204.wmf]r

¢

= 1 and 
[image: image205.wmf]n

¢

= 2, find the predictive distribution for 
[image: image206.wmf]r

~

, the number of successes in a sample of size n. For n = 5, graph the PMF of 
[image: image207.wmf]r

~

.
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