
Chapter 2 Exercises

1. Explain the statement that probability can be thought of as the mathematical language of uncertainty.

2. Discuss the importance of carefully defining the sample space in any application of probability theory. In the oil-drilling example presented in Section 2.5, the sample space consists of just two events, “oil” and “no oil,” in an attempt to simplify the problem. Can you think of some more realistic ways to define the sample space in this example?

3. A coin is tossed n times, and each time either a head or a tail occurs. If the elementary events for this experiment are viewed as the possible sequences of results in n tosses, how many different elementary events are there? If n = 4, is the event “no heads in four tosses” an elementary event? Is the event “two heads in four tosses” an elementary event?

4. Suppose that a politician is uncertain about the outcome of a particular election. If there are just two candidates in the election, give at least two possible ways of defining the sample space. If the politician has held public office for some time and plans to retire from politics if she loses the election, might she define the sample space differently than would a younger person who is a candidate for the first time? 

5. Briefly explain the connection between set theory and probability theory and discuss the usefulness of Venn diagrams to illustrate elementary rules of probability.

Suppose that a red die and a green die are each tossed and that r and g represent the numbers appearing on the red and green die, respectively. Assume that the dice are perfectly symmetric.

(a) 
Specify the sample space completely. How many elementary events are there?

(b) 
Find the probability that r = g. 

(c) 
Find the probability that r ≤ g.

(d) 
Find the probability that r < 2 and g ≥ 3.

(e) 
Find the probability that r < 2 or g ≥ 3 (including the possibility that both will occur).

(f) 
Find the probability that r + g = 7.

(g) 
Find the probability that r + g = 8 and r – g ≥ 0.

A letter is selected at random from the English alphabet (that is, all possible letters are equally likely to be chosen). Find the probability that 

(a)
the letter is a vowel,

(b) 
the letter is a consonant,

(c) 
the letter occurs in the last 10 positions of the alphabet (given the conventional ordering of the alphabet),

(d) 
the letter is a consonant falling between the two vowels “a” and “i” in the conventional ordering.

6. Two letters are drawn at random from the alphabet, and the first is replaced before the second is drawn. What is the sample space for this experiment? Find the probability that the first letter drawn precedes the second letter in the conventional ordering of the alphabet. If the first letter is not replaced before the second is drawn, so that the two letters must be different, find the sample space and determine the probability that the first letter precedes the second letter in the conventional ordering of the alphabet.

7. Suppose that a fair die is thrown until a six appears. What is the probability that this will take more than three throws?

8. Illustrate on a Venn diagram that 
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for any events A and B. Also, give a brief intuitive explanation of this rule of probability.

9. A famous eighteenth-century mathematician, d’Alembert, argued that in two tosses of a coin, heads could appear once, twice, or not at all, and thus each of these three events should be assigned a probability of one-third. Do you agree with him? Comment on the issues involved and on the implications of the situation with regard to the use of symmetry assumptions to determine probabilities.

10. It is claimed by some that defining probability in terms of Equation 2.2.1 is a circular definition because it involves “equally likely” events, thereby using the notion of probability in the definition of probability. Discuss this claim.

11. The so-called “gambler’s fallacy” goes something like this: In a dice game, for example, a seven has not turned up in quite a few rolls of a pair of honest dice. Therefore, a seven is said to be “due” to come up. Why is this a fallacy?

12. The law of large numbers has occasionally been called “the link between the mathematical concept of probability and the real world about us.” Discuss this proposition.

13. Take a fair die and throw it 300 times, recording the number that appears on each throw. Find the frequency of each of the six possible events after 2, 5, 10, 20, 50, 100, and 300 throws. Repeat this experiment several times and comment on the results in light of the law of large numbers and the concept of statistical regularity.

14. In what sense is the relative-frequency interpretation of probability a conceptual interpretation rather than an operational interpretation?

15. Find the probability of the event E if the odds in favor of E are

(a) 2 to 1,



(c) 3 to 7,

(b) 1 to 2,



(d) 9 to 2.

16. Find the odds in favor of the event E if the probability of E is

(a) 0.50,




(c) 0.875,

(b) 0.20,




(d) 0.001.

17. Explain why the subjective interpretation of probability can be thought of as an extension of the frequency interpretation. Are there any restrictions on the types of situations for which subjective probabilities can be used?

18. Discuss the following statement: “If a person feels subjectively that an event will occur with relative frequency p in a long series of identical, independent trials, then his subjective probability of the event occurring on any single trial should be p.”

19. Explain why the basic axioms of probability presented in Section 2.1 must be obeyed under both (a) the relative-frequency interpretation of probability and (b) the subjective interpretation of probability.

20. (a) 
What is your subjective probability that it will rain tomorrow?

(b) 
What, in your opinion, are the odds in favor of rain tomorrow? 

(c) 
Are your answers to (a) and (b) consistent? If not, why not?

(d) 
When “precipitation probabilities” are given out to the public, how do you interpret them? How do you think the “average person” interprets them?

21. Three football teams are fighting for the league championship. A sportswriter claims that the odds are even, or 1 to 1, that team A will win the championship, the odds are even that team B will win the championship, and the odds are even that team C will win the championship. Is this reasonable? Explain your answer.

22. In Exercise 23, the sportswriter states that he is willing to bet for or against team A at even odds, and likewise for teams B and C. Even without knowing anything about the teams, would you like to bet with him? Explain.

23. An investment analyst thinks that the following is a “fair” bet:

A bets $10 that the price of XYZ stock will increase in the next year.

B bets $7 that the price of XYZ stock will not increase in the next year.

What is the analyst’s subjective probability that the price of XYZ stock will increase in the coming year?

24. What is your personal probability that the recorded maximum temperature on next January 1 in San Francisco is greater than 50oF? Would you be willing to bet at the odds implied by this probability?

25. How would your answer to Exercise 26 change as a result of obtaining the additional information that for the 30-year period from 1931 to 1960, the average maximum daily temperature during January in San Francisco was 55o? Would it change if you also were told that the average minimum daily temperature during January in San Francisco was 42o during the same period?

26. What is your subjective probability that a member of the Democratic party will win the next presidential election in the United States? How much would you be willing to pay for a reference contract that would give you $5 if the winner of the next presidential election is a Democrat? If you already held such a reference contract, for how much would you be willing to sell it? Discuss the relationship between the problem of buying the reference contract and the problem of selling it.

27. Explain how lotteries can be used to help a person express judgments in terms of probability. What is the “behavioral approach” to the assessment of probabilities?

28. Discuss the concept of canonical probabilities and their use in the assessment of probabilities via devices such as lotteries. What devices might be used to determine canonical probabilities?

29. Suppose that you are offered a choice between the following two lotteries:

Lottery A:  A box contains 50 blue marbles and 50 yellow marbles. A marble will be drawn at random from the box, and you will win $50 if the marble is blue and $0 if the marble is yellow.

Lottery B:  A box contains 100 marbles, each of which is either blue or yellow, but you do not know how many of each color are in the box. A marble will be drawn at random from the box, and you will win $50 if the marble is blue and $0 if the marble is yellow.

(a)
Do you prefer Lottery A, do you prefer Lottery B, or are you indifferent between the two lotteries? Explain your answer.

(b)
Although psychological experiments have indicated that many individuals are not indifferent between the two lotteries, it is claimed by some that they should be indifferent. Discuss.

30. Discuss each of the following situations with regard to the different interpretations of probability:

(a)
A coin has been tossed 1000 times and exactly 500 heads have been observed. What is the probability of heads on the next toss?

(b)
A brand-new coin is obtained at a bank. What is the probability of heads on the next toss?

(c)
A coin was tossed at the beginning of the 1970 Stanford-Washington football game to determine choice of kicking versus receiving or choice of goal. What is the probability that the coin came up heads?

(d)
A coin is tossed, placed on a table, and covered with a sheet of paper. What is the probability that “heads” is up?

(e)
A stranger produces a coin and tosses it 10 times. Each time it comes up heads. What is the probability of heads on the next toss?

(f)
You take a brand new coin and toss it 10 times. Each time it comes up heads. What is the probability of heads on the next toss?

31. What, in your opinion, is the probability that Duke will win the next basketball game they play against North Carolina? What is the probability that Duke beat North Carolina in the basketball game they played in Chapel Hill in 2001?

32. Suppose that you are contemplating a picnic on the coming Fourth of July. If you are concerned about the weather on that day, how might you define the relevant sample space, taking into account any factors about the weather that might have some effect on your decision concerning the picnic?

33. If P(B)=0, does it make sense to consider the conditional probability P(A|B)? Explain.

34. Discuss the statement “In a sense, all probabilities are conditional.”

35. Explain the difference between mutually exclusive events and independent events. Is it possible for two events A and B to be both mutually exclusive and independent? Explain.

36. Suppose that you are offered the following choice of lotteries:

Lottery A:
If the winner of the next presidential election in the United States is a member of the Democratic party, then you win $10 with probability 1/2 and you lose $10 with probability 1/2. If the winner of the election is not a Democrat, you win $0.

Lottery B:
If the winner of the next presidential election in the United States is a member of the Democratic party, then you win $10 if the Senate has more Democrats than Republicans at the beginning of the president's term of office, and you lose $10 if the Senate does not have more Democrats than Republicans at that time. If the winner of the election is not a Democrat, you win $0.

Which lottery would you select? What canonical probabilities in Lottery A would make you indifferent between the two lotteries? What subjective probability of yours is being assessed here?

37. Combining the results of Exercises 28 and 38, what is your joint probability for the event that the next presidential election is won by a Democrat and the Senate has more Democrats than Republicans at the beginning of this president’s term of office? Assuming a strict two-party system, represent the possible events in this situation in terms of a tree diagram.

38. Suppose that someone offers to sell you a reference contract that will pay you $5 if the price of IBM stock goes up tomorrow, with the condition that the contract is called off and you get your money back if it rains in Seattle tomorrow. How much would you be willing to pay for this contract? If the contract is changed so that it is called off only if it does not rain in Seattle tomorrow, how much would you pay for it? What do your answers imply about the relationship between price changes of IBM stock and rain in Seattle?

39. Suppose that you are interested in whether Congress raises taxes in the next year and in whether the sales of a particular product are higher in the next year than they were in the past year. Furthermore, your joint probabilities are P(taxes raised, sales higher) = 0.15, P(taxes raised, sales not higher) = 0.20, P(taxes not raised, sales higher) = 0.60, and P(taxes not raised, sales not higher) = 0.05.

(a)
Find the individual probabilities P(taxes raised), P(taxes not raised), P(sales higher), and P(sales not higher).

(b)
Find the conditional probabilities P(sales higher | taxes raised), P(sales higher | taxes not raised), P(sales not higher | taxes raised), and P(sales not higher | taxes not raised).

(c)
Represent this situation in terms of a tree diagram. 

(d)
Represent this situation in terms of a table.

(e)
Are the events “taxes raised” and “sales higher” independent events?

40. Give an example of three events which are pairwise independent but not mutually independent. [Hint: Consider a simple experiment, such as the tossing of two dice.]

41. Determine a formula similar to Equation 2.6.1 to express the joint probability P(E1, E2, E3) as a product of probabilities, and do the same for P(E1, E2, . . . , EK).

42. Imagine three identical wallets; one contains two $5 bills, one contains two $10 bills, and one contains one $5 bill and one $10 bill. You choose a wallet randomly, take a bill from it randomly, and find that it is a $10 bill. What is the probability that the other bill in the chosen wallet is also a $10 bill?

43. As a contractor, you have submitted a bid for a certain large project (Project A). If your bid is not successful, you plan to submit a bid for a second large project (Project B), but if your bid for Project A is successful, your additional resources will only be sufficient to allow you to bid for a smaller project (Project C). Since Project B is even larger than Project A, bidding for Project B precludes a bid for Project C, and the deadline for bids for Project C falls before the announcement of the low bidder for Project B. You feel that the probabilities of successful bids are 0.40 for A, 0.30 for B, and 0.60 for C. Furthermore, you judge the success or failure of your bids to be independent for the different projects. Represent this situation on a tree diagram. What is the joint probability that you will successfully obtain contracts for Projects A and B? What is the joint probability that you will successfully obtain contracts for Projects A and C? Given that you are successful in your bid for Project A, what is the probability that you will not be successful in your bid for Project C?

44. Explain why Equation 2.6.2 is applicable (a) under the relative-frequency interpretation of probability and (b) under the subjective interpretation of probability.

45. In the first medical example in Section 2.7, the new information, which consists of a positive reading on the tuberculin skin test, increases the probability of tuberculosis from 0.01 to 0.165. This result is surprising to some people, who claim that they expected a greater increase in the probability of tuberculosis. Explain why the increase is no greater, despite the fact that the tuberculin skin test results in only a 0.02 chance of a “false negative” reading for a person with tuberculosis and a 0.05 chance of a “false positive” reading for a person without tuberculosis.

46. The probability that 1 percent of the items produced by a certain process are defective is 0.80, the probability that 5 percent of the items are defective is 0.10, and the probability that 10 percent of the items are defective is 0.10. An item is randomly chosen, and it is defective. Now what is the probability that 1 percent of the items are defective? That 5 percent are defective? That 10 percent are defective? Suppose that a second item is randomly chosen from the output of the process, and it too is defective. Following this second observation, what are the probabilities that 1, 5, and 10 percent, respectively, of the items produced by the process are defective?

47. In a football game, suppose that a team has time for one more play and that they need to score a touchdown on this play to win the game. As a fan, you feel that there are only three possible plays that can be used, and that the three plays are equally likely to be used. The plays are a long pass, a screen pass, and an end run. Based on past experience in similar situations, you feel that the probabilities of getting a touchdown with these plays are as follows:

Play


P(touchdown | play)
Long pass


0.50

Screen pass


0.30

End run



0.10

The team scores a touchdown on the play. What is the probability that they used the long pass? The screen pass? The end run?

48. Suppose that Urn A is filled with 700 red balls and 300 green balls and that Urn B is filled with 700 green balls and 300 red balls. One of the two urns is selected at random (that is, the two urns are equally likely to be selected). The experiment consists of selecting a ball at random from the chosen urn, recording its color, and then replacing it and thoroughly mixing the balls again. This experiment is conducted three times, and each time the ball chosen is red. What is the probability that the urn chosen is Urn A?

49. You are interested in the stock of the XYZ corporation. You feel that if the stock market goes up in the next year, the probability is 0.9 that the price of XYZ stock will go up. If the market goes down, the probability is 0.4 that XYZ will go up. Finally, if the market remains steady, the probability is 0.7 that XYZ will go up. Furthermore, you think that the probabilities are 0.5, 0.3, and 0.2 for the market to go up, go down, or remain steady. At the end of the year, the price of XYZ stock has not gone up. What is the probability that the stock market as a whole went up?
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