Chapter 7 Exercises


1. Comment on the statement, “If the classical statistician uses prior information at all, he uses it in an informal manner, whereas the Bayesian formally incorporates it into his inferential and decision-making framework.”

2. Discuss the relationship between classical statistical procedures and Bayesian procedures under a diffuse prior distribution, both with regard to numerical results and with regard to the interpretation of results.


3. 
The conditional probability P(y |
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) or the conditional density f(y |
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) can be interpreted as a sampling distribution or as a likelihood function; explain the difference between these two interpretations.

4. Discuss the importance of the likelihood principle and the concept of sufficient statistics with regard to problems of statistical inference and decision.

5. 
In Exercise 23, Chapter 3, find a point estimate for 
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~

, the proportion of consumers who will purchase the product, based

(a) on the prior distribution alone, 

(b) on the sample information alone, and 

(c) on the posterior distribution.

6. Do Exercise 5 under the assumption that the prior distribution of 
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 is a beta distribution with 
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¢

= 4 and 
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¢

= 10.

7. 
In Exercise 33, Chapter 3, find a point estimate for 
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, the intensity of occurrence of accidents along a particular stretch of highway, 

(a) 
based on the prior distribution alone, 

(b) 
based on the sample information alone, 

(c)
based on the posterior distribution.

8. 
In Exercise 43, Chapter 3, find a point estimate for 
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(a) 
given that 
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 = 1, 

(b) 
given that 
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 = 0, 

(c) given only that P(
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 = 1) = 0.3.

9. 
Suppose that a sample from a given population with known variance 
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2 consists of four independent trials and that the sample information on the ith trial is represented by the random variable 
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i ,  i = 1, 2, 3, 4. Consider the following estimators of the population mean, 
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:
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4 = (
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(a) 
Find E(
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i |
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 = 
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) for i = 1, 2, 3, 4. 

(b) 
Find V(
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i |
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 = 
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) for i = 1, 2, 3, 4.

(c) 
Find B(
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i |
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 = 
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) for i = 1, 2, 3, 4.

(d) 
Find MSE(
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i |
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 = 
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) for i = 1, 2, 3, 4.

(e) 
Comment on the merits of 
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1, 
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2, 
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3, and 
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4 as classical estimators with respect to unbiasedness and efficiency.

10. 
In Exercise 28, Chapter 4, find


(a) 
a point estimate for 
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~

 based on the prior distribution alone, 

(b) 
a point estimate for 
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 based on the sample information alone, 

(c) 
a point estimate for 
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~

 based on the posterior distribution, 

(d) 
a 90 percent credible interval for 
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 based on the prior distribution alone, 

(e) 
a 90 percent confidence interval for 
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~

 based on the sample information alone, 

(f) 
a 90 percent credible interval for 
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 based on the posterior distribution. 

(g) Comment on any differences in your answers to (a) through (c) and to (d) through (f).

11. 
In Exercise 33, Chapter 4, find

(a) 
an 86.6 percent confidence interval for 
[image: image54.wmf]m
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, 

(b) 
a point estimate for 
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~

 based on the posterior distribution, 

(c) a 38.3 percent credible interval for 
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~

.

12. 
In Exercise 6, find

(a) 
a 90 percent credible interval for 
[image: image57.wmf]p
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 based on the prior distribution, 

(b) 
a 90 percent credible interval for 
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 based on the posterior distribution, 

(c)
a 98 percent credible interval for 
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~

 based on the prior distribution, 

(d) a 50 percent credible interval for 
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~

 based on the prior distribution.

13. Carefully distinguish between a classical confidence interval and a Bayesian credible interval and also between the classical and Bayesian approach to point estimation.

14. 
Suppose that a contractor must decide whether or not to build any speculative houses (houses for which he would have to find a buyer), and if so, how many. The houses that this contractor builds are sold for a price of $30,000, and they cost him $26,000 to build. Since the contractor cannot afford to have too much cash tied up at once, any houses that remain unsold three months after they are completed will have to be sold to a realtor for $25,000. The contractor’s prior distribution for 
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, the number of houses that will be sold within three months of completion, is:
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If the contractor’s utility function is linear with respect to money, how many houses should he build? How much should he be willing to pay to find out for certain how many houses will be sold within three months?

15. A hot-dog vendor at a football game must decide in advance how many hot dogs to order. He makes a profit of $0.10 on each hot dog that is sold, and he suffers a $0.20 loss on hot dogs that are unsold. If his distribution of the number of hot dogs that will be demanded at the football game is a normal distribution with mean 10,000 and standard deviation 2000, how many hot dogs should he order? How much is it worth to the vendor to know in advance exactly how many hot dogs will be demanded?

16. 
A sales manager is asked to forecast the total sales of his division for a forthcoming period of time. He feels that his loss function is linear as a function of the difference between his estimate and the true value, but he also feels that an error of overestimation is three times as serious as an error of underestimation (given that the magnitudes of the errors are equal). He feels this way because his superiors will criticize him if the division does worse than he predicts, but they will be happy if the division does better than predicted and will be less likely to be concerned about an error in predicting. If his actual judgments can be represented by a normal distribution with mean 50,000 and standard deviation 10,000, what value should he report as his forecast of sales?

17. Suppose that you want to estimate 
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, the proportion of the market for a particular product that will be obtained by a new brand of the product. Your prior distribution for 
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 is a diffuse beta distribution with 
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¢

= 0 and 
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¢

= 0, and you are willing to assume that the process behaves like a Bernoulli process. You take a random sample of 200 purchasers of the product and find that 24 of them buy the new brand. If the loss function for the estimation problem is linear and if the per unit cost of overestimation is three times the per unit cost of underestimation, find the optimal estimate of 
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.

18. 
Prove that if a decision maker’s loss function in a point estimation problem is given by Equation 7.4.1, then a ku/(ku + ko) fractile of the decision maker’s distribution of 
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~

 is an optimal point estimate.

19. 
An economist is asked to predict a future value of a particular economic indicator, and she thinks that her loss function is linear with ku = 4 ko. If her distribution is a uniform distribution on the interval from 650 to 680, what should her estimate be?

20. In Exercises 14, 15, 16, and 19, what are the optimal estimates if the loss functions are quadratic instead of linear (that is, if the loss functions are of the form of Equation 7.4.5)? In each case, if  k = 1, what is the expected value of perfect information?

21. 
In Exercise 17, what is the optimal estimate if the loss function is quadratic instead of linear? Find the EVPI and, assuming that a second sample of purchasers of the product is being considered, find the EVSI for samples of size 50, 100, 200, and 500.

22. Comment on the following statement: “In taking the sample mean as an estimator of the population mean, the classical statistician is acting essentially as though he had a quadratic loss function.”

23. 
If a person faces a point estimation problem with a linear loss function with ku = 4 and ko = 3, does he need to assess an entire probability distribution or can he determine a certainty equivalent? Explain.

24. 
If a statistician wishes to estimate an uncertain quantity 
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 subject to a loss function that is linear with ko = 2 ku and if his distribution of 
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 is an exponential distribution, 
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with 
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 = 4, what is his optimal estimate of 
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?

25. 
If the loss function in a point estimation problem is of the form
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where k is some very small positive number, what is the optimal estimate? Can you think of any realistic situations in which the loss function might be of this form?

26. 
In Exercise 6, determine an estimate of 
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 from the posterior distribution if the loss function is
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How does this differ from the estimate obtained from the prior distribution using the same loss function?

27. In Exercise 10, the production manager must make an estimate of the mean weight of items turned out by the process in question. His loss function is linear with ko = ku What should his estimate be?

28. 
In Exercise 10, suppose that instead of estimating 
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, the production manager wants to predict 
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, the sample mean from a sample of size 10. He is making this prediction after having seen the first sample, and his loss function for the prediction problem is linear with ku = 6 and ko = 2. What is his optimal prediction of 
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? If the sample size is 100 rather than 10, what is the optimal prediction of 
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?

29.
In Exercise 27, suppose that the production manager wants an interval estimate for 
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, given the following loss function: the interval must be of length 0.5, and the loss is 1 if the interval includes 
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 and 0 if it does not include 
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. In general, what type of interval is optimal for this “all-or-nothing” type of loss function?

30. 
Suppose that a marketing manager is interested in 
[image: image86.wmf]p

~

, the proportion of consumers that will buy a particular new product. He considers the following two hypotheses:

H1: 
[image: image87.wmf]p

~

 = 0.10

and

H2: 
[image: image88.wmf]p

~

 = 0.20.

His prior probabilities are P(
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~

 = 0.10) = 0.85 and P(
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 = 0.20) = 0.15, and a random sample of eight consumers results in three consumers who state that they will buy the product if it is marketed.

(a) 
What is the prior odds ratio?


(b) 
What is the likelihood ratio?


(c) 
What is the posterior odds ratio?

(d) 
The manager decides that the posterior probability of H1 must be no larger than 0.40 to make it worthwhile to market the product. Should the product be marketed? 

(e) On the basis of the sample information alone, should the product be marketed? If the decision is made on this basis, what is implied about the prior distribution?

31. 
Suppose that you are uncertain about which of two authors, A or B, wrote a particular essay, and you feel that you would be indifferent between the following lotteries.

Lottery I:   You win $10 if A wrote the essay, $0 otherwise.

Lottery II:  You win $10 with probability 0.3, $0 with probability 0.7.

You know from past analyses of the writings of A and B that A uses a certain key word with an average frequency of four times in 100 words, and B uses this word with an average frequency of twice in 100 words (assume that the process is stationary and independent). In the particular essay of interest there are 500 words and the key word appears eight times. You are interested in finding out which author wrote the essay.

(a) 
What statistical model would you use to represent the data-generating process?

(b) 
Express the “real-world” hypotheses in terms of the statistical model chosen in (a). 

(c) 
Find the prior odds ratio.

(d) 
Find the likelihood ratio.

(e) 
Find the posterior odds ratio.

(f) What would you conclude about the authorship of the essay?

32. Comment on the statement “Hypothesis testing can sometimes be thought of as a problem of classification or as a problem of discrimination.”

33. 
In Exercise 10, assume that the prior distribution is discrete with P(
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 = 109) = 0.2 and P(
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~

 = 110) = 0.8. For H1: 
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 = 109 and H2: 
[image: image94.wmf]m

~

 = 110, find

(a) 
the prior odds ratio 

(b) 
the likelihood ratio 

(c) the posterior odds ratio.

34. 
In Exercise 30, it would be more realistic to consider hypotheses such as the following:

H1: 
[image: image95.wmf]p
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 ≤ 0.15

and

H2: 
[image: image96.wmf]p

~

 > 0.15,

If the prior distribution is a beta distribution with 
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 = 2 and 
[image: image98.wmf]n

¢

 = 18, find the posterior distribution and use this posterior distribution to find the posterior odds ratio of H1 to H2.

35. In Exercise 10, suppose that the production manager is interested in the hypotheses H1: 
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 ≤ 110 and H2: 
[image: image100.wmf]˜ 
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 > 110. From the prior distribution, find the prior odds ratio; also, from the posterior distribution, find the posterior odds ratio. If the losses involved in a decision-making problem involving the production process are such that H1 should be accepted only if the posterior odds ratio is greater than three, what decision should be made?

36. 
A statistician is interested in the mean 
[image: image101.wmf]m
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 of a normal population, and his prior distribution for 
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 is normal with mean 800 and variance 12. The variance of the population is known to be 72. How large a sample is needed to guarantee that the variance of the posterior distribution will be no larger than 1? How large a sample is needed to guarantee that the variance of the posterior distribution will be no larger than 0.1?

37. 
In testing a hypothesis concerning the mean of a normal process with known variance against a one-tailed alternative, discuss the relationship between the classical significance level and the posterior probability 
[image: image103.wmf]P

¢

¢

(H1)

(a) 
if the prior distribution is diffuse,

(b) if the prior distribution is not diffuse.

38. Comment on the following statement: “A hypothesis such as 
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 = 100 is not realistic and should be modified somewhat; otherwise, the Bayesian approach to hypothesis testing may not be applicable.”

39. 
Suppose that you are sampling from a normal data-generating process with unknown mean 
[image: image105.wmf]m

~

 and known variance 
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2 = 25. You are interested in the hypotheses H1: 
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 = 50 versus H2: 
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. Find the classical two-tailed level of significance if

(a)
 n = 1  and  m = 51,

(b)
 n = 25  and  m = 51,

(c)
 n = 100  and  m = 51,

(d)
 n = 10,000  and  m = 51,

(e)
 n = 1  and  m = 50.1,

(f)
 n = 25  and  m = 50.1, 

(g)
 n = 100  and  m = 50.1,

(h)
 n = 10,000  and  m = 50.1.

Comment on these results, especially with respect to Lindley’s paradox.

40.
An automobile manufacturer claims that the average mileage per gallon of gas for a particular model is normally distributed with 
[image: image109.wmf]m

¢

= 20 and 
[image: image110.wmf]s

¢

= 4, provided that the car is driven on a level road at a constant speed of 30 miles per hour. A rival manufacturer decides to use this as a prior distribution and to obtain additional information by conducting an experiment. In the experiment, it is assumed that the variance of mileage is 
[image: image111.wmf]s

2 = 96 and that the mileage is normally distributed. The experiment is conducted on 10 randomly chosen cars, with the sample mean (the average mileage in the sample) equaling 18. Find the posterior distribution for 
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, the average mileage per gallon of gas. On the basis of this posterior distribution, what is the probability that 
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 is greater than or equal to 20? What is the probability that 
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~

 is between 19 and 21?

41. 
In Exercise 35, suppose that the manager is interested in the hypotheses H1: 
[image: image115.wmf]m

~

 = 110 and H2: 
[image: image116.wmf]110

~

¹

m

. From the posterior distribution, what is the posterior odds ratio of H1 to H2? What is the posterior odds ratio if the hypotheses are H1: l09 < 
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 < 111 and H2: 
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 ≤109 or 
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 ≥ 111?

42. 
Suppose that a statistician is interested in H1: 
[image: image120.wmf]m

~

 = 50 and H2: 
[image: image121.wmf]50

~

¹

m

. His prior distribution consists of a mass of probability of 0.25 at 
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 = 50, with the remaining 0.75 of probability distributed uniformly over the interval from 
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 = 40 to 
[image: image124.wmf]m
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 = 60. Find the prior probability that

(a) 
45 < 
[image: image125.wmf]m

~

 < 55,

(b)
47 ≤ 
[image: image126.wmf]m

~

 ≤ 50,

(c) 
H1 is exactly true,

(d) 
the hypothesis 49 < 
[image: image127.wmf]m

~

 < 51 is true.

43. 
Suppose that 
[image: image128.wmf]x
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 is normally distributed with mean 
[image: image129.wmf]m

~

 and variance 
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2 = 400. The prior distribution of 
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 is normally distributed with mean 
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= – 60 and variance 
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2 = 40. Furthermore, a sample of size 20 is taken, with sample mean m = – 69.

(a) 
Find the posterior distribution of 
[image: image134.wmf]m

~

. 

(b) 
Find a 63 percent credible interval for 
[image: image135.wmf]m

~

.

(c) Find P(H1) from the posterior distribution, where H1 is the hypothesis that 
[image: image136.wmf]m

~

 is greater than or equal to –70.

44. 
In Exercise 43, suppose that three hypotheses are under consideration:




H1: 
[image: image137.wmf]˜ 

m 

 ≤ –70,




H2:  –70 < 
[image: image138.wmf]˜ 

m 

 < – 60,

and 


H3: 
[image: image139.wmf]˜ 

m 

 ≥ –60.

(a) 
Find the posterior probabilities of these three hypotheses.

(b) 
If the decision problem at hand involves three actions (corresponding to the three hypotheses) and if the hypothesis to be selected is the one that is most probable, which hypothesis would be selected under the posterior distribution?

(c) In part (b), which hypothesis would be selected on the basis of the prior distribution?

45. 
Suppose that a statistician is interested in the difference in the means of two normal populations, 
[image: image140.wmf]m

~

1 and 
[image: image141.wmf]m

~

2. Let 
[image: image142.wmf]m

~

 = 
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~

1 – 
[image: image144.wmf]m

~

2. Each population has variance 100. A random sample of size 25 is taken from the first population, with sample mean m1= 80, and a random sample of size 25 is taken from the second population, with sample mean m2 = 60. The two samples are independent.

(a) 
Suppose that the prior distribution of 
[image: image145.wmf]m

~

 = 
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~

1 – 
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2 is normally distributed with mean 
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 = l0 and variance 
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2 = 50. Find 
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( H1) and 
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(H2), where the hypotheses are H1: 
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~

 ≤ 0 and H2: 
[image: image153.wmf]m

~

 > 0.

(b) 
Find the posterior distribution of 
[image: image154.wmf]m

~

 = 
[image: image155.wmf]m

~

1 – 
[image: image156.wmf]m

~

2.

(c) From the posterior distribution, find the posterior odds ratio of H1 to H2.

46. Exercise 45 suggests a Bayesian approach to inferences regarding the difference between two means under the conditions that the two populations of interest are normally distributed and the variances are known. Using the notation of Exercise 45, determine a general formula for finding the posterior distribution of the difference between two means if the prior distribution of the difference in means has mean 
[image: image157.wmf]m

¢

 and variance 
[image: image158.wmf]s
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2 and independent samples are taken from the two populations.

47. 
In Exercise 30, the marketing manager decides that the loss that will be suffered if the company markets the product and 
[image: image159.wmf]p

~

 is in fact only 0.10 is three times as great as the loss that will be suffered if the company fails to market the product and 
[image: image160.wmf]p

~

 is actually 0.20. Should the product be marketed?

48.
In Exercise 31, the loss due to claiming incorrectly that A authored the essay is considered to be three times as great as the loss due to claiming incorrectly that B authored the essay. If you must make a claim concerning the authorship, which one should you claim as the author?

49. 
In Exercise 33, if LI = 7 and LII = 5, should you accept H1 or H2?

50. 
A statistician is interested in testing the hypotheses

H1: 
[image: image161.wmf]m

~

 ≥ 120

and 


H2: 
[image: image162.wmf]m

~

< 120,

where 
[image: image163.wmf]m
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 is the mean of a normally distributed population with variance 144. The prior distribution for 
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 is a normal distribution with mean 
[image: image165.wmf]m
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 = 115 and variance 
[image: image166.wmf]s

¢

2 = 36. A sample of size eight is taken, with sample mean m = 121.

(a) 
Find the prior odds ratio of H1 to H2.

(b) 
Find the posterior odds ratio of H1 to H2.

(c) If LI = 4 and LII = 6, which hypothesis should be accepted according to the posterior distribution?

51. 
For a sample of size one from a normal population with known variance 25, show that the classical test of

H1: 
[image: image167.wmf]m

~

 = 50

versus 


H2: 
[image: image168.wmf]m

~

= 60

is a likelihood ratio test. That is, show that the rejection region can be expressed in the form LR ≤ c, where LR is the likelihood ratio. [Hint: Consider the equation LR ≤ c and attempt to manipulate it algebraically to get the result x ≥ k, where x is the sample outcome and k is some constant, since you know that the rejection region must be of this form.]

52. 
Consider the hypotheses H1: 
[image: image169.wmf]m
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 = 10 and H2: 
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 = 12, where 
[image: image171.wmf]m
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 is the mean of a normally distributed population with variance 1. The prior distribution is diffuse (take a normal distribution with 
[image: image172.wmf]n

¢

= 0), and a sample of size 10 is to be taken.

(a) 
If LI = 100 and LII = 50, find the region of rejection (the sample results for which you would reject H1 in favor of H2), using the decision-theoretic approach.

(b) 
From the region of rejection determined in (a), find P(Type I error) and P(Type II error).

(c) Do (a) and (b) if LI = 50 and LII = 50.

53. In classical hypothesis testing, the rejection region is often determined simply by choosing an arbitrarily small value, such as 0.05, and requiring that P(Type I error) equal this value. What advantages or disadvantages does this procedure have in comparison with the decision-theoretic approach, as illustrated in Exercise 52?

54. 
Comment on the statement, “The entire posterior distribution constitutes an inferential statement, and for many (perhaps most) purposes, the entire distribution is much more informative and useful than any summarizations in the form of estimates or tests of hypotheses.”

55. 
Carefully distinguish among classical inferential statistics, Bayesian inferential statistics, and decision theory.
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