
Chapter 3 Exercises


1. The random variable 
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 has the following probability distribution.
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(a)
Graph the PMF and the CDF of 
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~

. 

(b)
Explain the relationship between the PMF and the CDF. 

(c)
Find P(
[image: image4.wmf]x

~

 ≥ 2.5)

(d)
Find P(–1 < 
[image: image5.wmf]x

~

 < 4). 

(e)
Find P(–1 ≤
[image: image6.wmf]x

~

 ≤ 4).

(f)
Find P(
[image: image7.wmf]x

~

 <  –3). 

(g)
Find P(
[image: image8.wmf]x

~

 = 1).

2. The cumulative distribution function of 
[image: image9.wmf]x

~

 is given by the rule
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(a)
Find the corresponding PMF and graph it. 

(b)
Find P(1 < 
[image: image11.wmf]x

~

 < 2). 

(c)
Find the mean and the variance of 
[image: image12.wmf]x

~

.

3. Suppose that the random variable 
[image: image13.wmf]x

~

 represents the number of heads occurring in three independent tosses of a fair coin. Represent the distribution of 
[image: image14.wmf]x

~


(a)
by a listing,

(b)
by a graph of the PMF,

(c)
by a graph of the CDF.

Do the same for 
[image: image15.wmf]y

~

, the number of heads occurring in four independent tosses of a fair coin.

4. Suppose that the face value of a playing card is regarded as a random variable 
[image: image16.wmf]x

~

, with an ace counting as 1 and any face card (jack, queen, or king) counting as 10. You draw one card at random from a standard, well–shuffled deck of 52 cards. Construct a PMF showing the probability distribution for this random variable, calculate E(
[image: image17.wmf]x

~

) and V(
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~

), and find the probabilities of the following events:

(a)
P(
[image: image19.wmf]x

~

 ≤ 6),

(b)
P(
[image: image20.wmf]x

~

 > 4),

(c)
P(
[image: image21.wmf]x

~

 = 10),

(d)
P(
[image: image22.wmf]x

~

 is an even number).

5. For the random variable 
[image: image23.wmf]x

~

 in Exercise 1,

(a)
find E(
[image: image24.wmf]x

~

),

(b)
find E(
[image: image25.wmf]x

~

2),

(c)
find V(
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).

For the random variable 
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(d)
represent the distribution of 
[image: image28.wmf]z

~

 by a listing,

(e)
represent the distribution of 
[image: image29.wmf]z

~

 by a graph of the PMF,

(f)
find E(
[image: image30.wmf]z

~

) and V(
[image: image31.wmf]z

~

).

6. Suppose that 
[image: image32.wmf]x

~

 represents the daily sales of a particular product and that the probability distribution of 
[image: image33.wmf]x

~

 is as follows: 
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 (a)
Find the expectation and the variance of daily sales. [Hint: to find the variance, it is easiest to find first the variance of a different variable, such as 
[image: image35.wmf]y

~

 = (
[image: image36.wmf]x

~

 – 7000)/1000.]

 (b)
If the net profit resulting from sales of 
[image: image37.wmf]x

~

 items can be given by 
[image: image38.wmf]z

~

 = 5
[image: image39.wmf]x

~

 – 38,000, find the expectation and the variance of the net profit, 
[image: image40.wmf]z

~

. 

7. Is the distribution of the random variable 
[image: image41.wmf]x

~

 in Exercise 6 symmetric, positively skewed, or negatively skewed?

8. Give examples of some random variables that might be expected to have roughly symmetric distributions, some that might be expected to have positively skewed distributions, and some that might be expected to have negatively skewed distributions. For instance, if 
[image: image42.wmf]x

~

 represents the yearly income of a randomly chosen family in the United States, how would you expect the distribution of 
[image: image43.wmf]x

~

 to be shaped?

9. Prove the first 10 “laws of expectation” presented in Section 3.1.

10. Explain intuitively the 14 “laws of expectation” presented in Section 3.1, assuming that the random variables represent uncertain payoffs in decision–making situations (for instance, the first rule simply states that if your payoff is a constant c dollars regardless of which event occurs, then your expected payoff is obviously c dollars).

11. For the random variable 
[image: image44.wmf]x

~

 in Exercise 6, find the corresponding standardized random variable and represent the distribution of this standardized random variable

(a)
by a listing,

(b)
by a graph of the PMF,

(e)
by a graph of the CDF.

12. Suppose that a person agrees to pay you $10 if you throw at least one six in four tosses of a fair die. How much would you have to pay him for this opportunity in order to make it a “fair” gamble? (You pay him in advance and then receive either $10 or $0; your payment is not returned.)

13. Discuss the statement, “All observed numerical events represent values of discrete variables, and continuous variables are only an idealization.”

14. Suppose that the joint probability distribution of 
[image: image45.wmf]x

~

 and 
[image: image46.wmf]y

~

 is represented by the following table:

[image: image47.wmf]
(a)
Graph the joint distribution of 
[image: image48.wmf]x

~

 and 
[image: image49.wmf]y

~

 on a three–dimensional graph.

(b)
Are 
[image: image50.wmf]x

~

 and 
[image: image51.wmf]y

~

 independent? Explain your answer.

(c)
Determine the marginal distributions of 
[image: image52.wmf]x

~

 and 
[image: image53.wmf]y

~

.

(d)
Determine the conditional distribution of 
[image: image54.wmf]x

~

 given that 
[image: image55.wmf]y

~

 = 2. What does this tell you about the conditional distribution of 
[image: image56.wmf]x

~

 given any particular value of 
[image: image57.wmf]y

~

?

(e)
Find E(
[image: image58.wmf]x

~

), E(
[image: image59.wmf]y

~

), E(
[image: image60.wmf]x

~

 +
[image: image61.wmf]y

~

), and E(4
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~

 – 2
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~

).

(f)
Find V(
[image: image64.wmf]x

~

), V(
[image: image65.wmf]y

~

), V(
[image: image66.wmf]x

~

 +
[image: image67.wmf]y

~

), and V(4
[image: image68.wmf]x

~

 – 2
[image: image69.wmf]y

~

).

(g)
Using the distribution obtained in (d), find E(
[image: image70.wmf]x

~

 | 
[image: image71.wmf]y

~

 = 2).

15. Complete the following table, given that P(
[image: image72.wmf]x

~

 = 1 | 
[image: image73.wmf]y

~

 = 2) = 1/3 and P(
[image: image74.wmf]y

~

 = 3 |
[image: image75.wmf]x

~

 = 2) = 1/2.
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16. Complete the following table of probabilities, given that 
[image: image77.wmf]x

~

 and 
[image: image78.wmf]y

~

 are independent.

17. From the joint distribution of 
[image: image79.wmf]x

~

 and 
[image: image80.wmf]y

~

 presented in Exercise 15,

(a)
find the conditional distribution of 
[image: image81.wmf]x

~

, given that 
[image: image82.wmf]y

~

 = 1,

(b)
find the conditional distribution of 
[image: image83.wmf]x

~

, given that 
[image: image84.wmf]y

~

 = 3,

(c)
find the conditional distribution of 
[image: image85.wmf]y

~

, given that 
[image: image86.wmf]x

~

 =  1,

(d)
find the conditional distribution of 
[image: image87.wmf]y

~

, given that 
[image: image88.wmf]x

~

 =  2,

(e)
find E(
[image: image89.wmf]x

~

 | 
[image: image90.wmf]y

~

 = 1), E(
[image: image91.wmf]x

~

 | 
[image: image92.wmf]y

~

 = 3), E(
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~

 | 
[image: image94.wmf]x

~

 = 1), and E(
[image: image95.wmf]y

~

 |
[image: image96.wmf]x

~

 = 2),

(f)
find V(
[image: image97.wmf]x

~

 | 
[image: image98.wmf]y

~

 = 1), V(
[image: image99.wmf]x

~

 | 
[image: image100.wmf]y

~

 = 3), V(
[image: image101.wmf]y

~

 | 
[image: image102.wmf]x

~

 = 1), and V(
[image: image103.wmf]y

~

 | 
[image: image104.wmf]x

~

 = 2),

(g)
given the marginal distributions of 
[image: image105.wmf]x

~

 and 
[image: image106.wmf]y

~

, what would the joint distribution be if 
[image: image107.wmf]x

~

 and 
[image: image108.wmf]y

~

 were independent?

18. With respect to Bayes’ theorem, what do the prior distribution, the likelihoods, and the posterior distribution represent? Explain the statement, “The terms prior and posterior, when applied to probabilities, are relative terms, relative to a given sample.” Is it possible for a set of probabilities to be both prior and posterior probabilities? Explain.

19. Explain the statement, “Likelihoods are only relative (to each other), so they can be taken to be the appropriate conditional probabilities P(y | () for fixed 
[image: image109.wmf]y

~

 = y and different values of 
[image: image110.wmf]q

~

 or they can be taken to be any positive multiple of these conditional probabilities.”

20. A Bernoulli process is a series of dichotomous trials that are stationary and independent. Explain the terms “stationary” and “independent” with regard to a Bernoulli process. Give some examples of situations in which a series of dichotomous trials is observed but in which the assumptions of stationarity and/or independence seem unrealistic.

21. A multiple choice examination is constructed so that, in principle, the probability of a correct choice for any item by guessing alone is 1/4. If the test consists of 10 items, what is the probability that a student will have exactly five correct answers if he is just guessing? What is the probability that he will have at least five correct answers if he is just guessing?

22. The probability that an item produced by a certain production process is defective is 0.05. Assuming stationarity and independence, what is the probability that a lot of 10 items from the process contains no defectives? If 
[image: image111.wmf]r

~

 represents the number of defectives in a lot of 10 items, find E(
[image: image112.wmf]r

~

| n,p) and V(
[image: image113.wmf]r

~

| n,p).

23. Suppose that it is believed that 
[image: image114.wmf]p

~

, the proportion of consumers (in a large population) who will purchase a certain product is either 0.2, 0.3, 0.4, or 0.5. Furthermore, the prior probabilities for these four values are P(0.2) = 0.2, P(0.3) = 0.3, P(0.4) = 0.3, and P(0.5) = 0.2. A sample of size 10 is taken from the population, and of the 10 consumers, 3 state that they will buy the product. What are the posterior probabilities? In calculating the posterior probabilities, what assumptions did you need to make?

24. You feel that 
[image: image115.wmf]p

~

, the probability of heads on a toss of a particular coin is either 0.4, 0.5, or 0.6. Your prior probabilities are P(0.4) = 0.1, P(0.5) = 0.7, and P(0.6) = 0.2. You toss the coin three times and obtain heads once and tails twice. What are the posterior probabilities? If you then toss the coin three more times and once again obtain heads once and tails twice, what are the posterior probabilities? Also, compute the posterior probabilities by pooling the two samples and revising the original probabilities just once; compare with your previous answer.

25. In Exercise 24, suppose that you feel that in comparing 
[image: image116.wmf]p

~

 = 0.6 and 
[image: image117.wmf]p

~

 = 0.4, the odds are 3 to 2 in favor of 
[image: image118.wmf]p

~

 = 0.6. Furthermore, in comparing 
[image: image119.wmf]p

~

 = 0.4 and 
[image: image120.wmf]p

~

 = 0.5, the odds are 5 to 1 in favor of 
[image: image121.wmf]p

~

 = 0.5. On the basis of these odds, find your prior distribution for 
[image: image122.wmf]p

~

.

26. A medical researcher feels that 
[image: image123.wmf]p

~

, the probability that a person who is exposed to a certain contagious disease will catch it, is either 0.10, 0.12, 0.14, 0.16, 0.18, or 0.20. She assesses her prior probabilities to be P(
[image: image124.wmf]p

~

= 0.10) = 0.05, P(
[image: image125.wmf]p

~

=0.12) = 0.08, P(
[image: image126.wmf]p

~

= 0.14) = 0.13, P(
[image: image127.wmf]p

~

= 0.16) = 0.30, P(
[image: image128.wmf]p

~

= 0.18) = 0.34, and P(
[image: image129.wmf]p

~

= 0.20) = 0.10. From this prior distribution, find E(
[image: image130.wmf]p

~

) and V(
[image: image131.wmf]p

~

). The researcher conducts an experiment in which 20 persons are exposed to the disease and 2 catch it. On the basis of this new information, find the researcher’s posterior distribution for 
[image: image132.wmf]p

~

 and find the mean and the variance of this posterior distribution.

27. A veteran public official is up for reelection and is concerned about 
[image: image133.wmf]p

~

, the proportion of the votes cast that will be for him. In the past, he has run for office 20 times; he received 48 percent of the vote four times, 50 percent of the vote four times, 52 percent of the vote five times, 54 percent of the vote four times, 56 percent of the vote twice, and 58 percent of the vote once. In the upcoming election, however, his opponent is young, vigorous, and has a large campaign budget. As a result, the veteran official feels that the past frequencies slightly overstate his chances. He feels that this opponent will obtain about 2 percent more of the votes than his past opponents, so that his prior distribution consists of the probabilities P(
[image: image134.wmf]  
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 = 0.46) = 4/20, P(
[image: image135.wmf]  
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p 

= 0.48) = 4/20, P(
[image: image136.wmf]  

˜ 

p 

= 0.50) = 5/20, and so on. He then conducts a small survey of 100 voters, 49 of whom state that they will vote for him and 51 of whom state that they will vote for his young opponent. Find the posterior distribution of 
[image: image137.wmf]  

˜ 

p 

 and use this distribution to calculate the expected proportion of votes the veteran public official will obtain.

28. In sampling from a Bernoulli process, it is possible to sample with a fixed r and a variable 
[image: image138.wmf]n

~

 instead of with a fixed n and a variable 
[image: image139.wmf]r

~

. The former sampling procedure is called Pascal sampling, while the latter procedure is called binomial sampling. For an example of Pascal sampling, a quality–control statistician might decide to observe items from a production process until he finds five defectives, so that r = 5 and 
[image: image140.wmf]n

~

 is an uncertain quantity (it may only take five trials to find five defectives, or it may take, say, 1000 trials). The conditional probability distribution of 
[image: image141.wmf]n

~

, given r and 
[image: image142.wmf]p

~

, which is known as the Pascal distribution, is of the form 
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where 
[image: image144.wmf]n

~

 can take on the values r, r + 1, r + 2, . . . For the example presented in Section 3.3, calculate the posterior probabilities under the assumption that the sampling was conducted with r fixed rather than with n fixed (that is, for the first sample, assume Pascal sampling with r = 1; for the second sample, assume Pascal sampling with r = 2). Compare your results with the posterior probabilities calculated in Section 3.3 and explain the relationship between the two sets of results. 

29. Explain the similarities and differences between the Bernoulli process and the Poisson process. Give some examples of realistic situations in which the Bernoulli model might be applicable, and do the same for the Poisson model. Explain the terms “stationary” and “independent” with regard to a Poisson process.

30. If 
[image: image145.wmf]  
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 is small and n is large, binomial probabilities may be approximated by Poisson probabilities with  
[image: image146.wmf]p

n

t

~

~

=

l

. For n = 100 and 
[image: image147.wmf]p

~

 = 0.05, compare the binomial distribution with the Poisson approximation.

31. Suppose that cars arrive at a toll booth according to a Poisson process with intensity five per minute. What is the probability that no cars will arrive in a particular minute? What is the probability that more than eight cars will arrive in a particular minute? What is the probability that exactly nine cars will arrive in a given two–minute period, and what is the expected number of arrivals during that period? Comment on the applicability of the Poisson process for this example.

32. Suppose that incoming telephone calls behave according to a Poisson process with intensity 12 per hour. What is the probability that more than 15 calls will occur in any given one–hour period? If the person receiving the calls takes a 15–minute coffee break, what is the probability that no calls will come in during the break? What is the expected number of incoming calls during an eight–hour work day?

33. Suppose that you feel that accidents along a particular stretch of highway occur roughly according to a Poisson process and that the intensity of the process is either 2, 3, or 4 accidents per week. Your prior probabilities for these three possible intensities are 0.25, 0.45 and 0.30, respectively. If you observe the highway for a period of three weeks and 10 accidents occur, what are your posterior probabilities?

34. In Exercise 32, suppose that the switchboard operator is unsure whether the intensity of incoming calls is 10, 11, 12, or 13 per hour. She feels that 12 is the most likely value and that 12 is twice as likely as 13, twice as likely as 11, and five times as likely as 10. Find her prior distribution for 
[image: image148.wmf]l

~

. On the basis of a sample of 30 minutes with seven calls, revise this distribution of 
[image: image149.wmf]l

~

 by using Bayes’ theorem.

35. As the owner of the automobile dealership discussed in Section 3.4, you have just hired another new salesman. You know little about your new salesman, so you feel that the past data (10 pecrcent “great,” 40 percent “good,” and 50 percent “poor”) accurately reflect your judgments about him. In the first 12 days on the job, the new salesman sells five cars. What is your posterior distribution? You decide to keep him on the payroll if the expected number of cars sold per day (according to the posterior distribution), is at least 0.32. Should the new salesman be kept on the payroll?

36. Given the limitations of the Poisson table in the back of the book, how would you determine the posterior distribution in Exercise 35 by using this table if the sample consists of 50 cars sold in 120 days?

37. A bank official is concerned about the rate at which the bank’s tellers provide service for their customers. He feels that all of the tellers work at about the same speed, which is either 30, 40, or 50 customers per hour. Furthermore, 40 customers per hour is twice as likely as each of the other two values, which are assumed to be equally likely. In order to obtain more information, the official observes all five tellers for a two–hour period, noting that 380 customers are served during that period. Use this new information to revise the official’s probability distribution of the rate at which the tellers provide service.

38. Suppose that you are concerned about the degree of pollution of a particular body of water. In particular, you decide to measure the pollution in terms of the number of microorganisms (within a certain class of microorganisms) in the body of water. You assume that the “process” of the occurrence of microorganisms is stationary and independent; that is, the expected number of microorganisms per cubic millimeter of water is the same everywhere in the body of water, and the number of microorganisms found in one cubic millimeter is independent of the number found in any other cubic millimeter. You feel that the “intensity of occurrence” of these microorganisms is either 50 per cubic millimeter, in which case the body of water is not polluted; 75 per cubic millimeter, in which case it is mildly polluted; or 100 per cubic millimeter, in which case it is highly polluted. Furthermore, on the basis of your current information about the body of water, you think that (a) the odds are 3 to 1 that it is polluted and (b) given that it is polluted, the odds are even that it is highly polluted. You obtain sample information in the form of two cubic millimeters of water from the body of water, and these two cubic millimeters contain 180 microorganisms. What is your posterior distribution for the intensity of occurrence of the microorganisms?

39. Suppose that 
[image: image150.wmf]p

~

 represents the proportion (rounded to the nearest tenth) of males among the full–time students at the University of Chicago. Thus, the possible values of 
[image: image151.wmf]p

~

 are 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. Assess your subjective probability distribution for 
[image: image152.wmf]p

~

. If you take a random sample of 10 students and observe 6 males, use this sample to revise your distribution.

40. Do the first part of Exercise 39, letting 
[image: image153.wmf]p

~

 represent (a) the proportion of students at the University of Chicago who are undergraduates, (b) the proportion of students at the University of Chicago who are United States citizens, and (c) the proportion of 2l year–olds in the United States who are full–time students at colleges or universities.

41. In Exercise 31, suppose that after seeing a sample in which 8 cars arrive at the toll booth in a two–minute period, your posterior distribution for 
[image: image154.wmf]l

~

, intensity per minute, is P(
[image: image155.wmf]l

~

= 4) = 0.40, P(
[image: image156.wmf]l

~

= 5) = 0.50, and P(
[image: image157.wmf]l

~

= 6) = 0.10. What was your prior distribution for 
[image: image158.wmf]l

~

 before seeing this sample?

42. Suppose that 
[image: image159.wmf]l

~

 represents the number of planes per minute landing at O’Hare Field in Chicago during the hours of 5 P.M. to 7 P.M. on a Friday night in June. Assuming for simplicity that 
[image: image160.wmf]l

~

 can only take on integer values, assess your prior distribution for 
[image: image161.wmf]l

~

. If you are then told that, in a randomly chosen 30–second period during the above–stated hours, exactly four planes landed, revise your distribution for 
[image: image162.wmf]l

~

 intuitively without using any formulas. Then, assuming a Poisson process, revise your distribution formally according to Bayes’ theorem. Explain any differences in the two revised distributions; what are the possible implications of these differences with respect to this example and with respect to Bayesian inference in general?

43. Suppose that you are interested in 
[image: image163.wmf]q

~

, the sales (in thousands) of a particular product, and that 
[image: image164.wmf]q

~

 depends on whether or not a competing firm introduces a new product. Let 
[image: image165.wmf]f

~

 = 1 if the new product is introduced and let 
[image: image166.wmf]f

~

 = 0 otherwise. From your knowledge of the competing firm, you assess P(
[image: image167.wmf]f

~

 = 1) = 0.30. Furthermore, suppose that the possible values of are taken to be 200, 250, 300, and 350. You feel that if the competitor introduces a new product, your probabilities for the four possible values of 
[image: image168.wmf]q

~

 are 0.30, 0.50, 0.15, and 0.05, respectively. If the new product is not introduced, your probabilities for 
[image: image169.wmf]q

~

 are 0.10, 0.10, 0.40, and 0.40, respectively. Express these probability assessments on a tree diagram and calculate the joint probability distribution of 
[image: image170.wmf]f

~

 and 
[image: image171.wmf]q

~

. From this joint distribution, find the marginal distribution of 
[image: image172.wmf]q

~

.

44. Suppose that 
[image: image173.wmf]q

~

 = 1 if a member of the Democratic party is elected president of the United States in the next presidential election, 
[image: image174.wmf]q

~

 = 2 if a member of the Republican party is elected president, and 
[image: image175.wmf]q

~

 = 3 if a person who is a member of neither party is elected president. Furthermore, let 
[image: image176.wmf]f

~

 represent the number of senators from the Democratic party after the next presidential election. Assess your subjective probability distribution of 
[image: image177.wmf]q

~

, and assess your subjective conditional probability distribution of 
[image: image178.wmf]f

~

, given that 
[image: image179.wmf]q

~

 = 1, given that 
[image: image180.wmf]q

~

 = 2, and given that 
[image: image181.wmf]q

~

 = 3. Use these distributions to find the joint distribution of 
[image: image182.wmf]q

~

 and 
[image: image183.wmf]f

~

 and the marginal distribution of 
[image: image184.wmf]f

~

.

45. Why is the assessment of a joint probability distribution of two random variables greatly simplified if it can be assumed that the two variables are independent?

46. Explain the differences among the binomial, multinomial, and hypergeometric distributions, and for each, give examples of realistic situations in which the model might be applicable. When might the binomial distribution serve as a good approximation to the hypergeometric distribution? Explain your answer.

47. A university committee consists of six faculty members and four students. If a subcommittee of four persons is to be chosen randomly from the committee, what is the probability that it will consist of at least two faculty members? Compute this probability from the hypergeometric distribution and from the binomial approximation with 
[image: image185.wmf]N

R
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~

/

~

~

=

. How good is the approximation?

48. If 12 cards are to be drawn at random without replacement from a standard, 52–card deck, what is the probability that there will be exactly three cards of each suit? What is this probability if the 12 cards are drawn with replacement? (Assume that the deck is thoroughly shuffled before each draw.)

49. For any given match, the probabilities that a soccer team will win, tie, or lose are 0.3, 0.4, and 0.8. If the team plays 10 matches and if the outcomes of the different matches are assumed to be independent, what is the probability that they will win five, tie three, and lose two? What is the probability that they will win exactly eight matches?

50. What is the probability that in 24 tosses of a fair die, each face will occur exactly four times? What is the probability that in six tosses, each face will occur exactly once?

51. An instructor in an introductory statistics class knows that out of 50 students, 12 are freshmen, 25 are sophomores, 11 are juniors, and only 2 are seniors. He assigns these students to 5 extra review sessions randomly, 10 to a session. What is the probability that the first session consists of 1 freshman, 1 sophomore, and 8 juniors? What is the probability that the first session consists only of sophomores and that the second session consists of 8 juniors and 2 seniors?

52. Why are statistical models such as the Bernoulli and the Poisson models useful with regard to the assessment of likelihoods? What are the advantages and disadvantages of using such models?

53. Suppose that a judge is presiding over an antitrust case and that he is concerned with the effect of a particular merger on competition in the brewing industry. Let 
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 = 2 if the merger has a severe effect on competition, 
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 = 1 if it has a minor effect, and 
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 = 0 if it has no effect. The judge feels that 
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 = 0 and 
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 = 1 are equally likely and that each is three times as likely as 
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 = 2. An economist is called in as a witness to provide additional information, and the gist of his testimony is that the merger is not harmful to competition in the brewing industry. The judge considers this to be important evidence, but he does not accept it completely at face value because he knows that the economist is being retained by the main firm involved in the merger. In particular, he feels that the testimony given by the economist is most likely if, in fact, 
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 = 0 and least likely if, in fact, 
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 = 2. Furthermore, he views the new information as four times as likely if 
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 = 0 than if 
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 = 2 and twice as likely if 
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 = 0 than if 
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 = 1. After the economist testifies, what is the judge’s probability distribution for 
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54. In Exercise 53, suppose that a second economist testifies that the merger is not harmful to the brewing industry. Like the first economist, he is being retained by the main firm involved in the merger. The judge feels that this new testimony is twice as likely if 
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~

 = 0 than if 
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 = 2 and 1.5 times as likely if 
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 = 0 than if 
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 = 1. After the second economist testifies, what is the judge’s probability distribution for 
[image: image203.wmf]q
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? Compare the likelihoods in Exercise 53 with the likelihoods in this exercise, and comment on any differences. Might the likelihoods assessed by the judge for the second economist’s testimony be different if the second economist were not being retained by any of the firms involved in the merger or if the first economist had stated that the merger is harmful to the brewing industry? Explain your answer.

55. Discuss the implications of the conditional dependence of pieces of information with regard to the assessment of likelihoods and to successive applications of Bayes’ theorem. Give some examples of situations in which it might be assumed that the data–generating process of interest is conditionally independent and some examples of situations in which this assumption would not be reasonable.

56. Predictive probabilities and likelihoods both involve the probability of a future sample outcome 
[image: image204.wmf]y

~

. What, then, is the difference between the two types of probabilities?

57. In Exercise 23, prior to taking the sample of size 10, find the predictive distribution of 
[image: image205.wmf]r

~

, the number of consumers in the sample who state that they will buy the product.

58. In Exercise 24, prior to taking the first sample of size three, find the predictive distribution of 
[image: image206.wmf]r

~

, the number of heads in the three tosses. Then, once the first sample is observed (heads once in three tosses), find the predictive distribution of the number of heads in the next three tosses. Why is this second predictive distribution different from the first predictive distribution?

59. In Exercise 33, after seeing the sample of three weeks and revising your distribution of 
[image: image207.wmf]l

~

 accordingly, find the predictive distribution for the number of accidents in the next week.

60. In Exercise 35, after seeing the sample of five cars sold in 12 days what is your predictive distribution for the number of cars sold by the salesman in the next four days?
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