Chapter 5 Exercises


1.
Explain the difference between decision making under certainty and decision making under uncertainty.

2. You are given the following payoff table.
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(a)
Are any of the actions inadmissible? If so, eliminate them from further consideration. 

(b)
Find the loss table corresponding to the above payoff table.

3.
Consider the following loss table.
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Given this loss table, complete the corresponding payoff table:
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Are any of the actions inadmissible?

4.
The owner of a clothing store must decide how many men’s shirts to order for the new season. For a particular type of shirt, he must order in quantities of 100 shirts. If he orders 100 shirts, his cost is $30 per shirt; if he orders 200 shirts, his cost is $27 per shirt; and if he orders 300 or more shirts, his cost is $25.50 per shirt. His selling price for the shirt is $36, but if any are left unsold at the end of the season, they will be sold in his famous “half-price, end-of-the-season sale.” For the sake of simplicity, he is willing to assume that the demand for this type of shirt will be either l00, 150, 200, 250, or 300 shirts. Of course, he cannot sell more shirts than he stocks. He is also willing to assume that he will suffer no loss of goodwill among his customers if he understocks and the customers cannot buy all the shirts they want. Furthermore, he must place his order today for the entire season; he cannot wait to see how the demand is running for this type of shirt. 

(a)
Given these details of the clothing-store owner’s problem, list the set of actions available to him (including both admissible and inadmissible actions).

(b) 
Construct a payoff table and eliminate any inadmissible actions. 

(c) 
Represent the problem in terms of a tree diagram.

(d) 
If the owner decides that there is a loss of goodwill that is roughly equivalent to $1.50 for each person who wants to buy the shirt but cannot because it is out of stock, make the appropriate changes in the payoff table. (Assume that the goodwill cost is $1.50 per shirt if a customer wants to buy more than one shirt after the stock is exhausted.)

5.
In Exercise 4(d), attempt to construct a loss table for the owner’s problem without referring to the payoff table determined in that exercise. That is, using the concept of opportunity loss, try to express the consequences to the clothing-store owner in terms of losses. Then use the payoff table constructed in Exercise 4(d) to determine a loss table and compare the two loss tables, reconciling any differences.

6.
A particular product is both manufactured and marketed by two different firms. The total demand for the product is virtually fixed, so neither firm has advertised in the past. However, the owner of Firm A is considering an advertising campaign to woo customers away from Firm B. The ad campaign she has in mind will cost $200,000. She is uncertain about the number of customers that will switch to her firm as a result of the advertising, but she is willing to assume that she will gain either 10 percent, 20 percent, or 30 percent of the market. For each 10 percent gain in market share, the firm’s profits will increase by $150,000. Construct the payoff table for this problem and find the corresponding loss table.

7. 
In Exercise 6, the owner of Firm A is worried that if she proceeds with the ad campaign, Firm B will do likewise, in which case the market shares of the two firms will remain constant. How does this affect the set of possible states of the world, S? Construct a modified payoff table to allow for this change.

8. 
For the payoff and loss tables in Exercise 2, find the actions that are optimal under the following decision-making criteria:

(a)  maximin, 


(b)  maximax, 

(c)  minimax loss.

9. 
For the payoff and loss tables in Exercises 4(d) and 5, find the actions that are optimal under the maximin, maximax, and minimax loss rules.

10. 
For the payoff table in Exercise 6, find the actions that are optimal under the maximin and maximax rules. Comment on the implications of these particular rules in this example.

11. 
What is the primary disadvantage of decision-making rules such as maximin, maximax, and minimax loss?

12. 
One nonprobabilistic decision-making criterion not discussed in the text involves the consideration of a weighted average of the highest and lowest payoffs for each action. The weights, which must sum to 1, can be thought of as an optimism-pessimism index. The action with the highest weighted average of the highest and lowest payoffs is the action chosen by this criterion. Comment on this decision-making criterion and use it for the payoff table in Exercise 2, with the highest payoff in each row receiving a weight of 0.4 and the lowest payoff receiving a weight of 0.6.

13. 
Use the decision-making criterion discussed in Exercise 12 for the following payoff table, with the highest payoff in each row receiving a weight of 0.8 and the lowest payoff receiving a weight of 0.2.
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For this payoff table, the ER criterion would also involve a weighted average of the two payoffs in each row. Compare the criterion from Exercise 12 with the ER criterion.

14. 
In Exercise 2, find the expected payoff and the expected loss of each action and find the action that has the largest expected payoff and the smallest expected loss, given that the probabilities of the various states of the world are P(A) = 0.10, P(B) = 0.20, P(C) = 0.25, P(D) = 0.10, and P(E) = 0.35.

15.
In Exercise 3, if P(I) = 0.25, P(II) = 0.45, and P(III) = 0.30, find the expected payoff and the expected loss of each of the three actions. Using ER (or EL) as a decision-making criterion, which action is optimal?

16. 
In Exercise 4(d), suppose that the owner decides that in comparing possible demands of 200 and 100, the demand is twice as likely to be 200 as it is to be 100. Similarly, 200 is twice as likely as 300, one and one-half times as likely as 150, and twice as likely as 250. Find the expected payoff of each action. How many shirts should the owner of the store order if he uses the ER criterion?

17. 
In Exercise 6, the owner of Firm A feels that if the ad campaign is initiated, the events “gain 20 percent of the market” and “gain 30 percent of the market” are equally likely and each of these events is three times as likely as the event “gain 10 percent of the market.” Using the ER criterion, what should she do?

18. 
In Exercise 17, suppose that the probabilities given are conditional on the rival firm not advertising. If Firm B also advertises, then the owner of Firm A is certain (for all practical purposes) that there will be no change in the market share of either firm. She thinks that the chances are 2 in 3 that Firm B will advertise if Firm A does. What should the owner of Firm A do?

19.
In Exercises 15, 16, and 17, determine the relationship between the expected payoffs of the various actions and the corresponding expected losses.

20. 
Explain how game-theory problems (that is, decision-making problems in which there is some “opponent”) can be analyzed using the same techniques that are used in decision making under uncertainty. Instead of “states of the world” one must consider “actions of the opponent.” Might this make it more difficult to determine the probabilities necessary to calculate expected payoffs and losses? Explain.

21. 
Consider a situation in which you and a friend both must choose a number from the two numbers 1 and 2. You must make your choices without communicating with each other. The relevant payoffs are as follows.

If you choose 1 and he chooses 1, you both win $10.

If you choose 1 and he chooses 2, he wins $15 and you win $0. 

If you choose 2 and he chooses 1, you win $15 and he wins $0. 

If you choose 2 and he chooses 2, you both win $5.

(a)
How would you go about assigning probabilities to his two actions?

(b)
On the basis of the probabilities assigned in (a), what is your optimal action?

(c) 
Could you have determined that this was your optimal action without using any probabilities? Why?

(d) 
Would you expect your action to be different if you could get together with your friend and make a bargain with him before the game is played? Explain.

22. 
A special type of decision-making problem frequently encountered in meteorology is called the “cost-loss” decision problem. The states of the world are “adverse weather” and “no adverse weather,” and the actions are “protect against adverse weather” and “do not protect against adverse weather.” C represents the cost of protecting against adverse weather, while L represents the cost that is incurred if you fail to protect against adverse weather and it turns out that the adverse weather occurs. (L is usually referred to as a “loss,” but it is not a loss in an opportunity-loss sense.)

(a) 
Construct a payoff table and a decision tree for this decision-making problem.

(b) 
For what values of P(adverse weather) should you protect against adverse weather?

(c) 
Given the result in (b), is it necessary to know the absolute magnitudes of C and L?

23. 
A probabilistic decision-making criterion not discussed in the text is the maximum-likelihood criterion, which states that for each action, you find the most likely payoff, and then you choose the action with the largest most likely payoff. Use this criterion for the decision-making problems in Exercises 15, 16, and 17. Do you think that it is a good decision-making criterion? Explain.

24. 
In the automobile-salesman example presented in Section 3.4, the owner is particularly concerned with 
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, the number of cars the salesman will sell in the next six months (after he sells 10 cars in his first 24 days on the job). Hiring the salesman for that six-month period will cost the owner $25,000 in fixed salary (salary that will be paid to the salesman regardless of how many cars he sells), and the net profit to the owner is $500 for each car that is sold. Assuming that the six-month period contains 130 working days for the salesman, should the owner hire him for this period?

25. 
In Exercise 24, suppose that the salesman is offered a job for the next six months and that he is given a choice of three salary plans: (1) a salary of $25,000 plus a commission of $200 for each car that he sells, (2) a salary of $35,000 with no commission, or (3) a commission of $600 for each car that he sells, with no fixed salary. At the time he is offered this choice, the salesman feels that the probability that he is a “great” salesman is 0.7, the probability that he is a “good” salesman is 0.29, and the probability that he is a “poor” salesman is 0.01. Which salary plan should he choose?

26. 
Suppose that a production manager is concerned about a particular run of five items from a certain manufacturing process. Her prior distribution for 
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, the proportion of defective items produced by this process, is P(
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 = 0.05) = 0.10, P(
[image: image8.wmf]p

~

 = 0.10) = 0.20, P(
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 = 0.15) = 0.30, P(
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 = 0.20) = 0.30, and P(
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 = 0.25) = 0.10. Furthermore, she has the option, for a cost of $100, of adjusting the process and guaranteeing that none of the five items will be defective. The net profit per item is $500, and it costs $80 to repair a defective item.

(a) 
Determine a predictive distribution for 
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, the number of defectives in the run of five items.

(b) 
Set up a payoff table and a decision tree for this problem. 

(c) 
Should the production manager adjust the process?

27.
What feature of Exercises 24, 25, and 26 distinguishes them from most of the decision-making problems considered in this chapter?

28. 
Why is the maximization of expected monetary value (that is, ER with the payoffs expressed in terms of money) not always a reasonable criterion for decision making? What problems does this create for the decision maker?

29. You must choose between three acts, where the payoff matrix is as follows (in terms of dollars).
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What is the optimal act according to the expected utility criterion if P(A) = 0.3, P(B) = 0.3, P(C) = 0.4, and the utility function in the relevant range is: 

(a) 
U(R) = 50 + 2R,

(b)
U(R) = 50 + 2R2,

(c) 
U(R) = R,

(d) 
U(R) = R2 + 5R + 6.
30. 
Suppose that you are offered a choice between bets A and B.

    Bet A: 
You win $1,000,000 with certainty (that is, with probability 1).

    Bet B: 
You win $5,000,000 with probability 0.10. 


You win $l,000,000 with probability 0.89. 


You win $0 with probability 0.01.

Which bet would you choose? Similarly, choose between bets C and D.

    Bet C: 
You win $1,000,000 with probability 0.11. 


You win $0 with probability 0.89. 

    Bet D: 
You win $5,000,000 with probability 0.10. 


You win $0 with probability 0.90.

Prove that if you chose bet A, then you should have chosen bet C, and if you chose bet B, then you should have chosen bet D. If you selected A and D or B and C, explain your choices. In light of the proof, would you change your choices?

31.
Suppose that you are contemplating drilling an oil well, with the following payoff table (in terms of thousands of dollars):
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If after consulting a geologist you decide that P(oil) = 0.30, find the optimal action according to the

(a) 
maximin criterion,

(b) 
maximax criterion,

(c) 
minimax loss criterion,

(d) 
ER criterion,

(e) 
EL criterion,

(f) 
EU criterion, where U(0) = 0.40, U(100) = +1, and U(–40) = 0.

Explain the differences among the results in parts (a) through (f).

32. 
Comment on the following statement: “Some individuals appear to be risk-takers for some decisions (such as gambling) and risk-avoiders for other decisions (such as purchasing insurance).” Can you explain why this phenomenon occurs? Call you draw a utility function that would explain it?

33. 
Attempt to determine your own utility function for money in the range from –$10,000 to +$10,000. If you were given actual decision-making situations, would you act in accordance with this utility function?

34. 
If someone gave you $100,000 with “no strings attached,” how would this affect your attitude toward risk? Assuming a gift of $100,000, attempt to determine your utility function for money in the range from –$10,000 to +$10,000. Comment on any differences between this utility function and the one assessed in Exercise 33.

35. 
Suppose that a person’s utility function for total assets (not changes in assets) is

U(A) = 200A – A2     for 0 ≤ A ≤ 100,

where A represents total assets in thousands of dollars.

(a) 
Graph this utility function. How would you classify this person with regard to his attitude toward risk?

(b) 
If the person’s total assets are currently $10,000, should he take a bet in which he will win $10,000 with probability 0.6 and lose $10,000 with probability 0.4?

(c) 
If the person’s total assets are currently $90,000, should he take the bet given in (b)?

(d) 
Compare your answers to (b) and (c). Does the person’s betting behavior seem reasonable to you? How could you intuitively explain such behavior?

36. 
For each of the following utility functions for changes in assets (monetary payoffs), graph the function and comment on the attitude toward risk that is implied by the function.  All of the functions are defined for –1000 < R < 1000.

(a) 
U(R) = (R + 1000)2.

(b) 
U(R) = –(1000 – R)2.

(c) 
U(R) = 1000R + 2000.

(d) 
U(R) = log (R + 10000).

(e) 
U(R) = R3.

(f) 
U(R) = 1 – e–R/100.

37. 
For each of the utility functions in Exercise 36, find out if the decision maker should take a bet in which he will win $100 with probability p and lose $50 with probability 1 – p, 

(a) 
if p = 1/2,

(b) 
if p = 1/3,

(c) 
if p = 1/4.

38.   A function that is often used to measure the degree of risk aversion in a given utility function is the Pratt-Arrow risk-aversion function.  This function is of the form r(A) = –
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(A), where the primes denote differentiation and U(A) represents a utility function for total assets.  Find r(A) for the utility function in Exercise 35.

39.  Find the Pratt-Arrow risk-aversion functions for 0 < A < 100 for the following utility functions, where A represents total assets in thousands of dollars:

(a)
U(A) = 1 – e–0.05A.

(b)
U(A) = log A.

Graph these risk-aversion functions and the risk-aversion function from Exercise 38 and compare them in terms of how the risk aversion changes as A increases.

40.  Two persons, A and B, make the following bet: A wins $40 if it rains tomorrow and B wins $10 if it does not rain tomorrow.

(a) 
If they both agree that the probability of rain tomorrow is 0.10, what can you say about their utility functions?

(b) 
If they both agree that the probability of rain tomorrow is 0.30, what can you say about their utility functions?

(c) 
Given no information about their probabilities, is it possible that their utility functions could be identical? Explain.

(d) 
If they both agree that the probability of rain tomorrow is 0.20, is it possible that their utility functions could be identical? Explain.

41.
Suppose that an investor is considering two investments. With each investment, he will double his money with probability 0.4 and lose half of his money with probability 0.6. He has $1000 to invest, and he can either put $500 in each investment, put the entire $1000 in one of the two investments, put $500 in one investment and not invest the remaining $500, or not invest at all. Assume that the outcomes of the two investments are independent and that the investor’s utilities for changes in assets are U($1000) = 1, U($500) = 0.85, U($250) = 0.75, U($0) = 0.5, U(–$250) = 0.25, and U(–$500) = 0. What should the investor do? What commonly encountered financial concept does this illustrate?

42. 
In Exercise 16, suppose that U($6,000) = 1, U(–$3,000) = 0, and the owner of the clothing store is indifferent between the following lotteries:

Lottery A:     Receive $3,000 for certain.

Lottery B:     Receive $6,000 with probability 0.87 and receive –$3,000 with probability 0.13.


What is U($3000)? By considering lotteries such as these, the owner assesses U(–$1,500) = 0.42, U($0) = 0.62, U($1,500) = 0.77, and U($4,500) = 0.95. Plot these points on a graph and attempt to fit a smooth curve to them. Using this curve, find the action that maximizes the owner’s expected utility.

43. 
In Exercise 18, suppose that the owner of Firm A assesses U($500,000) = 1, U($400,000) = 0.70, U($300,000) = 0.43, U($200,000) = 0.28, U($100,000) = 0.18, U($0) = 0.12, U(–$100,000) = 0.06, and U(–$200,000) = 0. Graph these points, fit a smooth utility function to them, and use this utility function to find EU(ad campaign) and EU(no ad campaign).

44. 
For the utility function represented in Figure 5.6.5, the point (to the right of $0) at which the utility function shifts from that of a risk-taker to that of a risk-avoider is sometimes called a “level of aspiration.” Explain this terminology.

45. 
For each of the utility functions in Exercise 36, find the risk premiums for the following gambles.

(a) 
You win $100 with probability 0.5 and you lose $100 with probability 0.5. 

(b) 
You win $100 with probability 0.4 and you lose $50 with probability 0.6. 

(c) 
You win $70 with probability 0.3 and you lose $30 with probability 0.7. 

(d) 
You win $200 with probability 0.5 and you win $50 with probability 0.5.

46. 
If your utility function for monetary payoffs is U(R) = 40,000 – (200 – R)2 for –200 ≤ R ≤ 200, show the risk premium graphically for each of the gambles in Exercise 45.

47. 
One counterargument to the transitivity of indifference goes something like this. You are probably indifferent between a cup of black coffee and a cup of coffee with one grain of sugar. Similarly, you are indifferent between a cup of coffee with one grain of sugar and one with two grains of sugar. Therefore, if indifference is transitive, you should be indifferent between a cup of black coffee and one with two grains of sugar. By adding a grain of sugar at a time, you can arrive at the conclusion that you should be indifferent between a cup of black coffee and one with a million grains of sugar. This seems to be an unreasonable conclusion; does this mean that transitivity of indifference is an unrealistic assumption? Discuss the issues raised by this example, both with regard to this specific assumption and with regard to the “axioms of coherence” in general.

48. 
How can the consideration of utility functions and subjective probabilities and the maximization of expected utility be justified formally in problems of decision making under uncertainty?

49. 
What is the multiattribute utility problem? Illustrate this problem with respect to a high-school senior trying to decide which college to attend.

50. 
How might a firm develop a utility function that would take into account profits and other factors such as pollution control? For a related problem, how might a governmental agency develop a utility function to decide among various potential courses of action?

51. 
Discuss the role of mathematical functions in providing convenient models for utility functions. Compare the linear, the exponential, and the logarithmic models presented in Section 5.8.

52. 
One complication that has been ignored in this chapter is the problem of how to handle cash flows over time. An investment may result in a sequence of payoffs rather than in a single payoff at a particular point in time. One approach to this problem is to choose an appropriate discount rate and to discount all future cash flows so that they can be expressed in present dollars rather than in future dollars. This approach obviously is a simplification, ignoring such factors as tax considerations, an individual’s time preferences for payoffs, and so on. Discuss this problem and its relation to utility theory.

53. 
In Exercise 17, suppose that the owner of Firm A is uncertain about some of the elements in her payoff table. In particular, the ad campaign will cost either $150,000, $200,000, or $250,000, with P($150,000) = 0.2, P($200,000) = 0.4, and P($250,000) = 0.4. In addition, the increase in profits for each 10 percent gain in market share will be either $100,000, $140,000, or $180,000, with P($100,000) = 0.3, P($140,000) = 0.5, and P($180,000) = 0.2.

(a) 
Express the problem in terms of a decision tree, including branches for the uncertainties about the payoffs. 

(b) 
What should the owner of Firm A do?

54. 
Suppose that one person (A) claims that U($100) = 0.8 and that U($50) = 0.3, whereas a second person (B) claims that U($100) = 0.8 and that U($50)= 0.6. What, if anything, can you say about the relative preferences of A and B? In general, is it meaningful to make interpersonal comparisons of utility functions? Explain.

55.
Suppose that you could obtain an interest-free $50,000 loan with the restriction that it has to be invested in stocks, bonds, or savings accounts (or a combination of these types of investments) and that the loan has to be repaid in exactly one year. How could you set up this problem in terms of the framework presented in Section 5.9? First of al1, how would you reduce the number of potential actions to a manageable number?  Second, how would you define S, the set of states of the world?  Third, how would you determine the possible payoffs or losses?  Fourth, how could you introduce a utility function?  Fifth, how could you quantify your judgements to assess probabilities for the various states of nature?

56.
The problem in Exercise 55 is quite complex and must be simplified (for example, by eliminating actions) if it is to be expressed in terms of the formal decision-theoretic model. For an even more ill-structured problem, consider the high-school senior who must decide among numerous colleges, jobs, military service, and so on. Take a hypothetical high-school senior and try to express his problem in terms of the formal decision-theoretic framework. Which inputs might be most difficult to determine in this situation?

57.
In the oil-drilling venture presented in Section 5.10, suppose that the decision maker finds three other persons who would be willing to take shares in the venture, thereby leaving the decision maker with a 25 percent share. Compute the appropriate payoffs and determine the expected utility of this new action, and compare this expected utility with the EUs computed in Section 5.10 for the other actions.

58.
In Exercise 16, suppose that one of the employees in the clothing store assesses thc following probabilities for the demand for shirts: P(50) = 0.05, P(100)= 0.15, P(150)= 0.25, P(200)= 0.35, P(250)= 0.10, P(300)= 0.05, and P(350) = 0.05. Note that two additional values for demand, 50 and 350, are being considered, so the payoff table must be expanded. Using the expanded payoff table and the employee’s probabilities, which action has the largest expected payoff? Comment on the implications of this result with regard to the sensitivity of the shirt-ordering problem to changes in the set of states of the world, S, or to changes in the probabilities.

59.
Discuss the importance of sensitivity analysis in problems of decision making under uncertainty. When might the results of a sensitivity analysis greatly simplify the decision maker’s problem? When might the results of a sensitivity analysis make the decision maker’s problem extremely difficult?

60. 
In the oil-drilling example presented in Section 5.10, the EU of the optimal action is approximately equal to U($15,000). Thus, if the decision maker contemplates selling the drilling rights, the minimum selling price should be $15,000. If the decision maker does not own the drilling rights, is it necessarily true that his maximum buying price for the rights should be $15,000? In general, are the buying and selling prices determined from a given individual’s utility function for, say, a lottery, always equal? Explain.
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